
Ice Caps and Ice Belts: 
the Effects of Obliquity on

Ice-Albedo Feedback

Brian E. J. Rose, Timothy W. Cronin and Cecilia M. Bitz

Or, sometime there are still new things to learn from fully analytical solutions of simple models!



Effects of obliquity on insolation



Ice caps vs. Ice belts: the basic idea

ice

ocean

ice

ice

ocean

ocean

low obliquity high obliquity

x = sin(�)

-1

1

0

xs

�xs

incoming solar ⇡ Q
�
1 + s2P2(x)

�

s2 > 0s2 < 0



The Energy Balance Model

Key assumptions:
• Outgoing radiation parameterized as linear function of surface temperature
• Heat transport is diffusive – heat flows from warm to cold

Seasonal heat 
storage

Absorbed solar 
radiation

Outgoing 
longwave 
radiation

Heat transport 
convergence

Budyko (1969), Sellers (1969), North (1975)
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Series expansion of insolationNorth and Coakley, 1979):1

S(x, t) = Qs(x, t) (1a)

s(x, t) =
X

l=0, k=0

(alk cos k!t+ blk sin k!t)Pl(x) (1b)

where Q is one-quarter of the solar constant in W m�2, s(x, t) is the normalized daily-

mean insolation (unit global, annual mean), Pl(x) is the lth order Legendre polynomial,

! = 2⇡/tyear where tyear is the length of the year, and we use the independent variable

x = sin� where � is latitude. As shown by North and Coakley (1979), all odd coe�cients

in this expansion aside from l = 1 vanish. For simplicity we will limit our analysis to

circular orbits (zero eccentricity), for which a single harmonic for l = 1 is su�cient.

Therefore we truncate the series to

s(x, t) = 1 + s11 cos!tP1(x) + (s20 + s22 cos 2!t)P2(x) (2)

where P1(x) = x, P2(x) =
1
2

�
3x2 � 1

�
are the 1st and 2nd Legendre polynomials. Here we

are choosing to set t = 0 at the NH winter solstice.

For a planet in a circular orbit, s20 (annual-mean equator-pole insolation gradient),

s11 (amplitude of the annual cycle), and s22 (amplitude of the semi-annual cycle) are all

simple functions2 of the obliquity angle �:

s20 = � 5

16

�
2 � 3 sin2 �

�
(3a)

s11 = �2 sin � (3b)

s22 =
15

16
sin2 � (3c)

These coe�cients are plotted in Fig. 3 for � between 0� and 90�. The distribution of the

error associated with the three-term expansion (2) is shown dashed lines in Fig. 2. The

1We do not treat the diurnal cycle since we will be working with a zonally averaged model.
2Formula (3b) is given by North and Coakley (1979). A derivation of (3a) from first principles is given

by Nadeau and McGehee (2016). (3c) was fitted numerically but appears to be exact for circular orbits.
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Fig. 2: Spatiotemporal distribution of daily average insolation for four di↵erent obliquity

values �. Colored contours show the normalized daily average insolation s(x, ⌧) (unit

global, annual mean) with x = sin� an area-weighted latitude and ⌧ = 2⇡t/tyear a

seasonal time angle. For the present-day value � = 23.45� we use realistic present-day

eccentricity and precessional parameters. For the other three cases (� = 0�, 55�, 90�) the

eccentricity is set to zero. The thin dashed contours indicate error of the truncated series

fit (2), (3) (contour interval is 0.1, negative contours dashed). The right-most panel shows

the annual mean insolation for the four obliquity values (solid), along with the truncated

series fit s(x) = 1 + s20P2(x) (dashed). These illustrate the reversal of the annual-mean

insolation gradient at the critical value � ⇡ 55�.
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Truncated series for zero eccentricity (circular orbits)
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The ice line albedo parameterization
and Suarez, 1974; North, 1975a) we adopt a simple step function in which the ice and

snow line is tied to a particular isotherm T0:

a[T (x, t)] = ay =

8
<

:
a0, T (x, t) > T0

a1, T (x, t) < T0

(6)

where a0 > a1. The temperature-dependence of ay introduces a non-linearity into the

EBM and raises the possibility of multiple equilibria and unstable ice growth. For the

seasonal model, the natural choice for threshold temperature T0 would be the relevant

freezing point (0�C or about �2�C for Earth’s land and ocean surfaces respectively).

3.2 Annual mean model

Historically, most studies using the EBM to analyze features of Earth’s climate have

focussed on annual-mean conditions driven by annual-mean insolation s(x, t). Averaging

the seasonal EBM (5) over a steady seasonal cycle yields

0 = Qas �
�
A+BT

�
+

K

R2

@

@x

✓
(1 � x2)

@T

@x

◆
(7)

which is the starting point for many classic studies of Earth’s energy balance (e.g. North,

1975a,b).

It is often supposed that seasonal covariance between insolation and albedo can be

ignored or parameterized. We can formally introduce an “e↵ective coalbedo” ã for the

annual mean energy budget as the ratio

ã =
as

s
(8)

The insolation term in (7) is then replaced with Qãs, with s given as a function of latitude

and obliquity by (4). The annual-mean EBM is then closed with an assumption about

the dependence of ã on annual-mean temperature T .

Historically the step-function form (6) has mostly been applied to the annual mean

model, but with a threshold temperature Tf typically less than the instantaneous freezing

10

The model becomes nonlinear (but still analytically tractable)

Consider the deep-water limit (deep mixed layer and/or short solar year) à
use steady-state annual mean model



Non-dimensional form of the annual mean model
To identify minimal number of independent parameters, and explore broad departures from Earth-like conditions

non-dimensional temperature
= 1 at the ice line

T ⇤(x) =
A+BT (x)

A+BT0

efficiency of 
heat transport

radiative forcing albedo contrast

� =
K

R2B
q =

a0Q

A+BT0
↵ =

a0 � a1
a0

s20 = � 5

16

�
2� 3 sin2 �

�
Four-dimensional parameter space:

Insolation gradient (obliquity)

We obtain a complete analytical solution, 
extending North (1975) to the high-obliquity case and arbitrary parameters

�r2T ⇤ � T ⇤ = �q [1 + s20P2(x)]

⇢
1, T ⇤ > 1

(1� ↵), T ⇤ < 1



Minimum radiative forcing for an ice-free planet

• Contours: minimum q to 
keep coldest regions above 
freezing

• All else equal, high-
obliquity planets are ice-
free at weaker insolation

• E.g. Earth at 90º obliquity is 
ice-free even with 10% 
reduction in insolation



Stability of ice caps and ice belts (1)

Small Ice Cap Instability (SICI)

Large Ice Cap Instability (LICI)

Graph of equilibrium ice edge position vs. radiative forcing (insolation) for one set of (quasi Earth-like) parameters
(e.g. North 1975)

Hysteresis loop with gradual 
decrease and increase in global 
radiative forcing



Stability of ice caps and ice belts (2)

Large Ice Belt Instability (LIBI)

Small Ice Belt Instability (SIBI)
Inaccessible stable ice belt state

The solution for 90º obliquity



Stability of ice caps and ice belts (3)

Weak 
albedo 
feedback

Strong 
albedo 
feedback



Stability of ice caps and ice belts (4)
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Stability of ice caps and ice belts (summary)

unstable

stable

unstable

unstable

unstable

stable

unstable

unstable

a b c d

e f g h

• Stable ice edges are far from universal in the parameter space
• Possible when neither δ (transport efficiency) or α (albedo 

contrast) is too large
• Conditions for stable ice belt are more stringent than for 

stable ice cap
• Stable ice belt states are frequently inaccessible through a 

hysteresis in radiative forcing
• In many cases, at high-obliquity the only viable solutions are 

ice-free and Snowball climate states

Implication: planets in stable ice belt states should be harder to find than stable ice caps!



Likelihood of finding stable ice edges (cap or belt) relative to Earth obliquity  

• Make plausible assumptions 
about PDFs of planetary 
parameters

• Compute probability of stable
and accessible partial ice 
cover states

• 55º obliquity à isothermal à
zero probability

• BELTS always less probable 
than CAPS

• ~4/5 of all observable partial 
ice-covered planets should be 
CAPS, not BELTS.



Next step in the model hierarchy: 
the seasonal cycle

occurs at a mean latitude of 72°N, and −10°C is roughly the
observed annual mean temperature at this latitude.

Presumably, the transition to permanent ice and snow on a
planet with very weak seasonal temperature variations would
occur at a location with annual mean temperature closer to 0°C.
We thus hypothesize that the magnitude of the difference T Tf0–
is linked to the amplitude of the seasonal cycle. Although
preliminary theoretical investigation of this relationship
appeared promising, numerical solutions revealed that a step-
function parameterization of the co-albedo is unlikely to work
when the amplitude of the seasonal cycle is large. We thus
defer deeper analysis of Equation (10) to future work. For now,
we will simply note that our formal analysis (beginning below)
relies on Tf or T0 as a reference point for the non-
dimensionalization.

3.3. Non-dimensionalization

For the seasonal model (5), a total of 11 dimensional
parameters have been introduced: Q, a0, a1, A, B, K, R, β, T0,
tyear, and C. Similarly, the annual model (8) depends on nine
parameters—the first eight in the seasonal list, plus Tf (which
we hypothesize to be an implicit function of the seasonal
parameters). For present-day Earth, many of these parameters
are known or can be estimated from observations6, and
s 0.4820 = - gives a good approximation of the present-day
annual mean insolation. Thus, the annual model is often
presented as having only one free parameter, the heat diffusion
constant K, which is tuned to reproduce the modern-day
climate (e.g., North 1975a). However, these parameters can
vary widely among exoplanets. It is therefore important to
identify all of the key non-dimensional parameters in order to
investigate the full range of possible climates embodied in
the EBM.

We introduce the following dimensionless constants:

t t t2 , 11ayeart w p= = ( )

C
B

, 11bg
w

= ( )

K
R B

, 11c
2

d = ( )

q
a Q

A BT
, 11d0

ref
=

+
( )

a a
a

, 11e0 1

0
a =

- ( )

and non-dimensionalize the surface temperature and OLR with

T x
A BT x
A BT

. 12
ref

* =
+
+

( ) ( ) ( )

The reference temperature Tref in Equations 11(d) and (12) is
taken to be the temperature threshold—either T0 for the
seasonal model or Tf for the annual model, so that in either case
T 1* = at the ice edge.

The seasonal EBM can then be written as

T
T T qs x

T
T

,
1, 1

1 , 1
. 132*

* *
*
*

g
t

d t
a

¶
¶

- + =
>

- <

⎧⎨⎩( ) ( )

Substituting in the insolation expansion (2) and using Equation (3),
we conclude that the seasonal model has five apparently
independent parameters: q, , , ,g d b a. These five are usually
taken to be uniform in latitude.
The annual EBM can be written as

T T q s P x
T
T

1
1, 1

1 , 1
. 142

20 2* *
*
*

d
a

- = - +
>

- <

⎧⎨⎩[ ( )] ( ) ( )

The annual model has just four independent parameters:
q s, , , 20d a (with s20 uniquely determined by obliquity β).

However, the definitions of T* and q are not identical in
Equations (13) and (14) because the reference temperatures
may differ.

3.4. Physical Interpretation of the Dimensionless Parameters

Here we describe the parameters defined in Equation (11) in
physical terms. We provide typical Earth-like values for each
parameter and note some factors governing their plausible
ranges for habitable exoplanets. The Earth values are derived
from dimensional parameters in North (1975b). More accurate
or up-to-date values are certainly possible, but our main interest
here is in situating the non-dimensional model within the
existing EBM literature.

T*: Proportional to both temperature and OLR. T 1* = by
definition at the ice edge.

:g Seasonal heat capacity of the system relative to the radiative
decay of temperature over one year. γ decreases with
length of year and radiative damping, and increases with
fractional ocean coverage and efficiency of ocean mixing.
With the dimensional parameters from North (1975b), we
have γ≈(0.55 m−1)H, where H is the depth of water.

1g » for a dry Earth whose heat capacity is dominated by
land and atmosphere. A realistic value for Earth is in
between 5 and 20, with larger values appropriate for the
ocean-dominated southern hemisphere. To apply a uniform
gamma requires a compromise across this range.

:d Efficiency of dynamical heat transport. δ measures the
relative importance of transport versus local radiative
damping in response to a localized heat source
(Stone 1978). Transport will smooth out meridional
temperature variations over length scales smaller than

Rd (Lindzen & Farrell 1977). δ depends on atmospheric
properties such as mass, greenhouse gas levels and cloud
cover, and dynamical factors such as rotation rate and
planetary radius (Williams & Kasting 1997; Vallis &
Farneti 2009). Other factors might include the topographic
forcing of atmospheric stationary waves (e.g., Cook &
Held 1988) and the temperature dependence of latent heat
transport (e.g., Caballero & Langen 2005). The role of
oceans on the effective value of δ is complex due to the
multiple spatial scales of ocean heat transport and their
tight coupling to the ice extent (e.g., Rose & Marshall
2009; Rose et al. 2013; Ferreira et al. 2014; Rose 2015).
Ocean heat transport has been found to increase with
rotation rate in uncoupled simulations (Cullum et al. 2014)
but decrease in coupled atmosphere−ocean simulations

6 In principle, A, B, a0, and a1 can all be estimated from satellite
measurements of top-of-atmosphere radiative fluxes. However, the complexity
of the cloud cover on Earth makes unambiguous determination of these
parameters difficult, and estimates in the literature have varied substantially
(e.g., Graves et al. 1993; Marani 1999).
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Non-dimensional seasonal model

We solve this numerically using the CLIMLAB software package



Stability of ice caps and ice belts: seasonal cycle
Seasonal EBM is 
solved numerically 
out to steady 
seasonal cycle.

Annual mean 
stability diagrams 
generated with a 
large numerical 
parameter sweep of 
the seasonal model.

Results in the deep 
water regime are 
very consistent with 
the analytical 
annual model.

Deep water 
regime, 
gamma = 50

(mixed layer 
depth of 90 
m for Earth 
parameters)



Stability of ice caps and ice belts: seasonal cycle

Intermediate 
depth 
regime, 
gamma = 5

(about 10 m 
of water)

Results are 
completely different 
with a strong 
seasonal cycle!

Low obliquity: no 
SICI – gradual 
transition to ice-free

Very little 
agreement with the 
annual-mean model 
at high obliquity



Conclusion

• Four-parameter analytical EBM represents spherical geometry, meridional heat transport, and 
ice-albedo feedback, used to study stability of high-obliquity ice belts vs. low-obliquity ice caps.

• Three types of solution: ice-free, Snowball, and partial ice cover (cap or belt).
• Multiple equilibria exist over wide swaths of parameter space at both high and low obliquity. 
• Stable ice belts are possible but exist over a smaller range of parameters than stable ice caps. 

Many potentially stable ice belt states are also inaccessible through any radiative hysteresis.
• Factors that favor stable caps and belts include: 

• Weak albedo contrast and weak heat transport efficiency
• Large insolation gradients (i.e. obliquities not close to the critical value near 55º). 

• The Snowball catastrophe is avoided in two rather different ways:
1. Weak albedo feedback and inefficient heat transport (stable cap or belt)
2. Efficient heat transport at high obliquity (ice-free)

• Results are robust to the seasonal cycle in the deep water limit
• Role of seasonal ice line migrations in more strongly seasonal regimes needs more work!

Rose, Cronin and Bitz (2017), The Astrophysical Journal 846
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Excluding inaccessible stable states

22 Rose, Cronin, & Bitz

Figure 6. Graphical illustration of the method for excluding inaccessible stable states.
In colors we contour q(xs, ↵) from (25) for the stable region bounded by ↵crit from (30).
Magenta curve is the implicit solution of q(xs, ↵) = qfree – the latitude to which the ice
edge would jump in an unstable transition from ice-free conditions. Cyan contour is the
implicit solution of q(xs, ↵) = qsnow – the analogous ice edge latitude resulting from unstable
transitions from the Snowball state. ↵warm in (34) is the intersection of the magenta curve
with ↵crit. For ↵ > ↵warm, transitions from ice-free conditions would result directly in
a Snowball. Similarly, ↵cold is the intersection of the cyan curve with ↵crit, giving the
maximum ↵ for which transitions from Snowball to stable ice edge are possible. The thick
black contour illustrates ↵max from (34). Inaccessible stable states lie between ↵max and
↵crit.

states that are inaccessible from either the ice-free or Snowball branch through a

hysteresis in q. The method is illustrated in Fig. 6. For given values of � and s20,

↵warm (magenta curve) is defined implicitly by the solution of q(xs,↵ = ↵crit) = qfree.

Similarly ↵cold (cyan curve) is defined implicitly by the solution of q(xs,↵ = ↵crit) =

qsnow evaluated at ↵crit. These conditions describe the parameter space boundaries for

transitions to the stable ice edge branch respectively from the ice-free and Snowball

branches. We then reduce the limit of the integration in (32) from ↵crit to a smaller

value ↵max given by

↵max(xs, �, s20) = min (↵crit,max (↵warm,↵cold)) (34)

The maximum value in (34) ensures that we include all stable ice edges that are459

accessible (through a radiative hysteresis) from at least one side.460

We are unable to solve analytically for ↵max (it involves a transcendental equation461

for xs), but numerical solution with a root-finding algorithm is straightforward. We462

thus compute two version of the likelihood Lice: one in which all possible stable ice463

edges are accounted for using (32), and another in which inaccessible stable states464

are excluded by replacing ↵crit with ↵max in the limits of integration.465

Calculating Lice requires a plausible form for the probability distribution hplanet.

We assume here that the three parameters q, �,↵ are independent of each other, so

that their joint probability distribution is separable:

hplanet (q, �,↵) = hq(q) h�(�) h↵(↵) (35)

Recall that q = a0Q(A+BTref )�1 and � = KR
�2
B

�1 are products of several param-466

eters – each of which may vary considerably – and both variables are also positive467



Planetary habitability and the Snowball transition

Ice caps and ice belts 25

Figure 8. Contour plots of qhab, the minimum q required for habitability (defined as the
possibility of a non-Snowball climate). qhab, defined by (36), is contoured for fixed albedo
feedback parameter ↵ as a function of obliquity and heat transport e�ciency �. Darker
colors indicate smaller qhab, i.e. a more habitable planet. The black contours indicate
values of � above which qhab = qfree, i.e. the outer boundary of the habitable zone is an
ice-free climate. For � below this line, the outer boundary of the habitable zone is a partially
ice-covered planet.

space). The question we pose here is whether high or low obliquity is more favorable528

to habitability near the cold outer edge of the habitable zone. For given planetary529

characteristics �,↵ and � (and hence s20), we define the outer edge of the habitable530

zone as the smaller of the minimum q necessary for ice-free conditions, given by (21),531

and the minimum q for which a stable ice edge exists (if any), a quantity we will call532

qstab.533

As discussed above, for large values of � and ↵ there are no stable ice edges, so

qstab is undefined. Elsewhere it is given implicitly by the solution of ↵ = ↵crit(xs)

for the critical ice edge latitude xcrit (the bifurcation point at which dq/dxs = 0 and

the stable branch ends in Fig. 5). We evaluate this numerically for given values of

s20, �,↵. Then using (21) for the boundary of the ice-free regime, the outer edge of

habitability is

qhab = min
�
qstab, qfree

�
(36)

Fig. 8 shows contour plots of qhab as a function of obliquity and heat transport534

e�ciency �, for the same three values of ↵ used in Fig. 5. These are plotted so535

that darker colors (red to black) indicate planets that remain habitable under weaker536

radiative forcing.537

How does the ice-albedo feedback influence the outer boundary of the habitable538

zone? Fig. 8 illustrates a number of di↵erent issues. The most “habitable” planets539

are those with very weak albedo feedback (small ↵). Such planets moistly avoid the540

Snowball catastrophe and so can maintain very narrow bands of open water even541

when the radiative forcing is weak, and this is nearly equally true for low and high542

obliquity planets. On the other hand, for more than a trivial albedo change across543

the ice edge, some clear di↵erences emerge between low and high obliquity worlds.544

The di↵erences are best illustrated by the black contours, which show the value of545

� above which qhab = qfree. Below this line, the outer edge of the habitable zone is546

characterized by partial ice cover (ice caps or ice belt). Above this line, the outer547



Large ice cap instability A geometrical argument

ice

ocean

ice

(incoming solar)

Tf

S(�)
�Tperturbation:  uniform 

surface cooling

90º

0º

�i

equilibrium ice edge

��i

warming tendency from 
anomalously low OLR: B�T

cooling tendency from 
increased albedo: �aS(�i) cos�i��

albedo difference: �a

stable if cooling < warming

90º �i 0º

��i

Geometrical basics of the Snowball Earth / runaway glaciation problem



Large ice cap instability A geometrical argument
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History of the high obliquity / ice belt problem

• Williams (1975) put forward the high-obliquity hypothesis for early 
Earth, possible explanation for Neoproterozoic low-latitude glaciation
• Prompted a number of modeling studies (e.g., Hunt 1982; Oglesby & 

Ogg 1999; Chandler & Sohl 2000; Jenkins 2000, 2001, 2003; 
Donnadieu et al. 2002) – usually some form of atmospheric GCM, 
mixed-layer ocean, thermodynamic ice model
• More recently: high-obliquity exoplanets! (Williams & Kasting 1997; 

Williams & Pollard 2003; Spiegel et al. 2009; Abe et al. 2011; 
Armstrong et al. 2014; Ferreira et al. 2014; Wang et al. 2016)
• Many of these studies explicitly looked for ice belt states but did not 

find them!    WHY?
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a b s t r a c t

The question of climate at high obliquity is raised in the context of both exoplanet studies (e.g. habitabil-
ity) and paleoclimates studies (evidence for low-latitude glaciation during the Neoproterozoic and the
‘‘Snowball Earth’’ hypothesis). States of high obliquity, /, are distinctive in that, for / P 54!, the poles
receive more solar radiation in the annual mean than the equator, opposite to the present day situation.
In addition, the seasonal cycle of insolation is extreme, with the poles alternatively ‘‘facing’’ the Sun and
sheltering in the dark for months.

The novelty of our approach is to consider the role of a dynamical ocean in controlling the surface
climate at high obliquity, which in turn requires understanding of the surface winds patterns when
temperature gradients are reversed. To address these questions, a coupled ocean–atmosphere–sea ice
GCM configured on an Aquaplanet is employed. Except for the absence of topography and modified
obliquity, the set-up is Earth-like. Two large obliquities /, 54! and 90!, are compared to today’s Earth
value, / = 23.5!.

Three key results emerge at high obliquity: (1) despite reversed temperature gradients, mid-latitudes
surface winds are westerly and trade winds exist at the equator (as for / = 23.5!) although the westerlies
are confined to the summer hemisphere, (2) a habitable planet is possible with mid-latitude tempera-
tures in the range 300–280 K and (3) a stable climate state with an ice cap limited to the equatorial region
is unlikely.

We clarify the dynamics behind these features (notably by an analysis of the potential vorticity
structure and conditions for baroclinic instability of the atmosphere). Interestingly, we find that the
absence of a stable partially glaciated state is critically linked to the absence of ocean heat transport
during winter, a feature ultimately traced back to the high seasonality of baroclinic instability conditions
in the atmosphere.

" 2014 Elsevier Inc. All rights reserved.

1. Introduction

Exoplanets, including those that have the potential to harbor life,
are expected to have a range of obliquities. The reasoning is based
both on the range of obliquities of the terrestrial planets of our
own Solar System as well as predictions for exoplanets. The obliq-
uity of Mars has been shown to vary chaotically, ranging from zero
to nearly sixty degrees (Laskar and Robutel, 1993; Touma and
Wisdom, 1993). Venus has an obliquity close to 180!, and therefore
a retrograde rotation (Carpenter, 1964; Shapiro, 1967). While mea-
surements of exoplanet obliquity are unlikely to be possible (but c.f.
Carter and Winn, 2010 for a specialized case), the final states of
exoplanet obliquity evolution will be affected by gravitational tides
and thermal atmospheric tides, core–mantle friction (Correia and
Laskar, 2011; Cunha et al., 2014), and collisions with other planets

or planetesimals. A large Moon is also thought to play a stabilizing
role on obliquity variations, however it depends on the planet’s ini-
tial obliquity (Laskar et al., 1993). The tidal evolution depends on a
planet’s distance to its host star, which for habitable zones changes
for different star type. While a number of publications have
addressed the influence of obliquity on climates of Earth-like plan-
ets none have considered a dynamic ocean (Gaidos and Williams,
2004; Spiegel et al., 2009; Cowan et al., 2012; Armstrong et al.,
2014).

If obliquity exceeds 54!, polar latitudes receive more energy per
unit area, in the yearly mean, than do equatorial latitudes and
undergo a very pronounced seasonal cycle, a challenge for the
development of life (Fig. 1 and further discussion below). A key
aspect with regard to habitability is to understand how the
atmosphere and ocean of this high obliquity planet work together
to transport energy meridionally, mediating the warmth of the
poles and the coldness of the equator. How extreme are seasonal
temperature fluctuations? Should one expect to find ice around
the equator?

http://dx.doi.org/10.1016/j.icarus.2014.09.015
0019-1035/" 2014 Elsevier Inc. All rights reserved.
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To search for this solution, we carry out an experiment in which
the solar constant is lowered by small increments starting from the
Aqua90 state described previously. Lowering of the solar constant
results in small cooling until a dramatic global cooling for
So=4 ¼ 338 W m"2. At the transition, the sea ice cover jumps,
within a century, from 2% of the global area to 90% and stabilizes
around this value (Fig. 12). In the latter state, ice is present at all
latitudes: the globally averaged 90% ice coverage is only due to
somewhat reduced (#75%) ice concentrations around the poles.
In other words, we do not observe an intermediate state with a
partial glaciation.

Interestingly, the same behavior is observed in the slab-ocean
model. While the solutions with 200 and 50 m deep mixed-layer
converges to temperate ice-free solution, the 10 m deep slab-ocean
simulation collapsed into a near-complete Snowball state (Fig. 11).
Note that, a 50 m mixed-layer simulation initialized with uni-
formly cold temperatures (5 !C) similarly collapses in a Snowball
state. As in the fully ice-covered state of the coupled model, above
freezing temperatures and partial sea ice coverage (#75%) are
found at the poles in the summer because of the intense shortwave
radiation. These results are consistent with simulations by Jenkins
(2000) and Donnadieu et al. (2002) with atmospheric GCMs cou-
pled to slab oceans. For various choices of atmospheric CO2, solar
constant and high obliquity, Jenkins (2000) observed mild climates
or Snowball collapse. In Donnadieu et al. (2002), simulations with
realistic configurations initialized from ice-free states rapidly con-
verged to nearly global glaciations.5

In the context of existence of multiple climate equilibria, we
showed that a large ice cap solution in Aqua23 is possible because
of the meridional structure of the OHT which peaks around 20!N/
S to decrease sharply poleward (see Fig. 2). The associated OHT con-
vergence can stop the expansion of sea ice into the mid-latitude,
notably in winter (not shown), thus avoiding the collapse into a

Snowball state (see also Poulsen and Jacob, 2004; Rose and
Marshall, 2009). It is therefore not surprising that slab ocean config-
urations without OHT would exhibit either ice-free states or near
global glaciations. As soon as sea ice appears even in very small
amount (2% of the global cover here), there is no mechanism to stop
the sea–ice albedo feedback. This also explains why shallow slab
oceans are more susceptible to global glaciations: their small
thermal inertia makes it comparatively easier to approach the
freezing point within a winter season and initiate the ice-albedo
feedback.

But, why does the dynamical ocean behave like a swamp? This
answer can be traced back to the seasonality of the storm track
activity and surface wind field. As discussed in Sections 3 and 4,
there are virtually no wind stress and no OHT in the winter hemi-
sphere (see Figs. 5 and 7). In other words, when it matters the
most, in winter during sea ice expansion, the dynamical ocean does
behave like a swamp. Interestingly, even the extremely large heat
capacity of the coupled ocean (3000 m deep) is not sufficient to
stop the sea ice expansion. This is probably because just before col-
lapse (#7500 years, Fig. 12) most of the deep ocean is filled with
near freezing waters from the equator where a small cover of ice
is present.

5.3. Implication for the use of EBMs

An interesting result of our simulations is that the total energy
transport (THT) in the coupled system is directed down the large-
scale temperature gradient at the three obliquities explored here.
This occurs despite the opposite temperature gradients found at
23.5 and 90! obliquities. At 54! obliquity, both temperature gradi-
ents and THT are nearly vanishing, but the tropics are slightly
warmer than the poles and the THT is indeed poleward.

Our calculations suggest that the use of EBMs in which energy
transports are parametrized as down-gradient diffusive processes
is justified (Spiegel et al., 2009). This is important as the computa-
tionally inexpensive EBMs permit to explore a wide range of
parameters which would not otherwise be accessible with a full
3d coupled GCM.

There is however an important limitation: the transport effi-
ciency, D, relating the THT to the meridional temperature gradient
is not a constant, but is itself a function of the climate. This param-
eter is often considered as a tuning parameter and chosen to obtain
a good fit to Earth’s present-day climate (e.g. Williams and Kasting,
1997). Fig. 13 shows scatter plots of the THT and surface tempera-
ture gradients for our Aquaplanets simulations. Estimates (through
linear fit) of D at 90! and 23! obliquity are rather similar, about
0.7–0.8 W m"2 K"1.6 At / ¼ 54$; D is substantially weaker,
0.15 W m"2 K"1. This is not surprising: a significant fraction of the
THT is due to synoptic eddies in the atmosphere spawned by baro-
clinic instability which is itself sustained by the large-scale meridio-
nal temperature gradient. Starting with Green (1970) and Stone
(1972), there is a large literature linking the eddy diffusivity to the
meridional temperature gradient. In Aqua54, the latter is indeed
much weaker than in Aqua23 and Aqua90.

This is beyond the scope of the paper to investigate the detailed
relationship between the THT and temperature gradients. We
emphasize here, that even in our simple Aquaplanet set-ups, the
heat efficiency D varies by more than a factor 5 across climates.
Sensitivities of the results to the choice of D should be explored
when using EBMs.
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Fig. 12. SST (in !C, upper curve, left axis) and fraction of the globe covered with sea
ice (in %, lower curve, right axis) in Aqua90 as the solar constant So=4 is decreased
from 341.5 (blue) to 339.5 (red), 338.5 (green) and 338.0 (black) W m"2.

5 In both studies as in our slab and coupled simulations, summer ice concentration
near the poles is below 100%. Note however that, in our simulations the sea ice
thickness (which is not artificially limited) continues to increase rapidly, even as the
sea ice area is equilibrated, to reach tens of meter within 200 years. Simulations of a
steady state would require taking geothermal heating into account. This is beyond the
scope of this paper: it is likely however that ice would grow hundreds of meter thick
(for typical geothermal flux) and that ice flows would eventually enclose the globe
into a hard Snowball state.

6 These values are slightly larger than those typically found in the literature for a
Earth’s fit, D # 0:4—0:6 W m"2 K"1, possibly because of the absence of sea ice in our
simulations. Estimates of D in colder Aquaplanet configurations with ice-covered
poles give D ’ 0:5 W m"2 K"1.
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A study with a fully coupled 3D atmosphere-ocean-
sea ice GCM at 90º obliquity

Transition directly from ice-free to Snowball state



In the spirit of model hierarchies…

• Let’s use a minimal climate/ albedo feedback model to compare low 
and high obliquity
• With a simple model, sample a wide range of different planetary 

characteristics 


