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Daniel Bernoulli and the “St Petersburg paradox”

“Exposition of a new theory on the measurement of
risk”, Commentarii Academiae Scientiarum Imperi-
alis Petropolitanae, 5:175-192, 1738

Peter tosses a coin and continues to do so until it
should land “heads” when it comes to the ground.
He agrees to give Paul one ducat if he gets ”heads”
on the very first throw, two ducats if he gets it on the
second, four if on the third, eight if on the fourth,
and so on, so that with each additional throw the
number of ducats he must pay is doubled. . . . The
accepted method of calculation does, indeed, value
Paul’s prospects at infinity though no one would be
willing to purchase it at a moderately high price.
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Meander: first experimental evidence

A.T.Winfree “Scroll-Shaped Waves
of Chemical Activity in Three Dimen-
sions”, Science 181:937–939, 1973

Reports
2

Scroll-Shaped Waves of Chemical Activity in Three Dimensions

Abstract. Ferric ions catalyze the oxidation of inalonate by bromate in acid
solution, sometimes at a spatially uniform, steady rate, but somnetimes in a self-
regenerating three-dimensional wave which resembles a rotating scroll, often
with its axis closed in a ring. In cross section perpendicular to the axis, one sees

an involute spiral emerging from a thin cylindrical core. This "dissipative
structure" organizes reaction stages periodically in space and time everywhere
except along its rotation axis, which may therefore be a thermodynamically
unique locus.

Detonation of a spatially homogene-
ous explosive results in propagation of
a wave of chemical activity, behind
which the reaction is complete. Re-
actions are also known in which each
passing wave of activity leaves the
reagent only a little closer to exhaus-
tion. In such media many waves may
propagate in succession, separated by
a minimum interval. This feature of
the gas-phase oxidation of phosphorus
attracted Rayleigh's (1) attention as
long ago as 1921. More recently and
more conveniently, in a reagent first
prepared by Zaikin and Zhabotinsky
(2), waves of chemical activity propa-
gate through a motionless liquid at
room temperature. These waves are
seen by color changes due to the local
oxidation-reduction potential of metal
ions present in catalytic amounts. In
a variety of recipes (2-5), the metal
ion (or ion complex) catalyzes the
oxidative decarboxylation of an ali-
phatic acid by bromate in acid aque-
ous solution. Several groups have in-
vestigated the reaction kinetics in-
volved (6).
My purpose here is to discuss the

wave geometry (7-10) in three di-
niensions, setting into perspective pre-
vious reports (5, 8, 9) which were
restricted to two-dimensional organiza-
tion in the periodic steady state. Figure
I shows a layer of reagent (5) 1.5 mm
deep at 25°C, printed at actual size.
The dark regions are orange (ferrous
phenanthroline) and the light regions
are blue (ferric phenanthroline). The
blue waves are propagating through the
motionless reagent at about 6 mm/min.
It is essential to realize that these
waves are really propagating, like ac-
tion potentials in nerve membrane,
through this excitable medium. Any
wave can be blocked by a barrier. They
7 SEPTEMBER 1973

are not due to spatial phase gradients
of a limit cycle oscillation, such as
described in (9, 10). Until triggered
by an encroaching blue wave, the re-
agent remains orange. All these waves
are emerging at nearly equal intervals
in time (+ 10 percent) from 19 dis-
tinct sources, most of which are not
points, but arcs of curves up to 15 mm
long. The waves emerge from some
sources, for example, A to E, as paral-
lel closed rings about a distance X,o
apart, but from others, for example
F to H, as single spirals with the same
pitch, A,. A sufficiently elongated spiral
source like F often decays into a more
symmetric spiral source; A and H de-
cayed in this way before this picture
was taken. Similarly, a sufficiently
elongated ring source like A or B often
decays into two or more less elongated
ring sources or a pair of counter-

Fig. 1. Liquid layer
of reagent (5) 1.5
mm deep at 25°C,
shown at actual size.
After spontaneous
development of pace-
maker waves in
concentric rings, and
several minutes be-
fore this picture was
taken, the fluid was
briefly and gently
sheared to create
crossed concentra-
tion gradients. My
contention is that the
waves seen here
in projection all
emerged from scroll
axes (some of them
curved) lying at
various angles to the
interfaces. The small
circles are C(O. btib-
bles.

rotating spirals like I, or both. If we
define parity as the number of clock-
wise spirals minus the number of
counterclockwise spirals, it is con-
served in every decay, except at the
edge of the dish, where a spiral can
vanish.

Elongated spiral and ring sources
continually shorten toward greater sym-
metry; notice in Fig. 1 that wave
spacing is about one-sixth greater in
the direction of the long axis than at
right angles to elongated sources be-
cause such sources contract lengthwise
between emissions. Just before achiev-
ing perfect symmetry, ring sources
abruptly vanish, as in Fig. 1, J to L.
Thereafter, the expanding central disk
remains quiescent (unless a spontane-
ously oscillating version of the reagent
is used). In contrast, spiral sources per-
sist after contracting to a point, as in
H and I. The final pattern then con-
sists exclusively of involute spirals, all
rotating at close to the same period,
and so partitioning the dish into polyg-
onal domains bounded by lines of
cusps. These are the "reverberators" of
Zaikin and Zhabotinsky (2, 3). This
eventual periodic steady state in two
dimensions was the subject of a pre-
vious report [(5) and its cover photo].
The nature of the elongated sources

is betrayed by their period: in striking
contrast to the ring waves emitted from
heterogeneous nuclei (2), all elongated
sources emit waves at the same inter-
val (+ 10 percent) as the involute
spiral (5). I believe that all three are
views of a scroll-shaped three-dimen-
sional wave, seen in projection as it
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Meander: numerical simulations

O.E. Rössler and C. Kahlert
“Winfree Meandering in a
2-Dimensional 2-Variable Ex-
citable Medium”, Z. Natur-
forsch. 34a:565-570, 1979

V.S. Zykov “Cycloid circulation of spiral
waves in an excitable medium”, Biofizika
31(5):862–865, 1986
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Hypermeander: “Complex rotation” in simulations

FitzHugh-Nagumo

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

Oregonator

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

A.T. Winfree “Varieties of spiral wave behaviour: An experimentalist’s
approach to the theory of excitable media”, Chaos 1(3):303–334, 1991
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(show the movies?)
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Spiral tip trajectories in two variants of the model of
guinea pig ventricular tissue

“Zykov” meander in a model with
standard parameters (Biktashev
and Holden, 1996)

Hypermeander: parameter
changed to represent Long
QT syndrome (Biktashev and
Holden, 1998)
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Transition to meander as a Hopf bifurcation

D. Barkley, M. Kness and L.S. Tuck-
erman “Spiral-wave dynamics in a
simple model of excitable media: The
transition from simple to compound
rotation”, Phys. Rev. A 42(4):2489–
2492, Aug 1990

independently: A. Karma “Meander-
ing Transition in Two-Dimensional
Excitable Media”, Phys. Rev. Lett.
65(22):2824–2827, Nov. 1990
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Barkley’s “normal form”

D. Barkley “Euclidean Symmetry
and the Dynamics of Rotating Spi-
ral Waves” Phys. Rev. Lett.
72(1):164–167
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System “reaction-diffusion”

∂u

∂t
= D∇2u + f(u),

where

u =
(
u(1), . . . , u(n)

)>
= u(~r , t) ∈ Rn (concentrations);

f = f(u); (reaction rates);

D ∈ Rn×n, (matrix of diffusion coeffs);

n ≥ 2, (number of components);

~r = (x , y) ∈ R2 (physical space).

This system is equivariant with respect to Euclidean transformations of
the spatial coordinates ~r .
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Reaction-diffusion system as an ODE in functional space

∂u

∂t
= D∇2u + f(u)

in a suitable functional space B can be written as

dU

dt
= F(U),

where

U : R→ B represents u,

F : B → B represents D∇2u + f.
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An equivariant ODE

Let us suppose that

dU

dt
= F(U)

is equivariant with respect to a representation T of a Lie group G in B:

∀g ∈ G, ∀U ∈ B : F(T (g)U) = T (g)F(U).

For the reaction-diffusion system, this is the special Euclidean group
acting via transformations of ~r :

G = SE (2), G 3 g : R2 → R2,

T (g)u(~r) = u(g−1~r), T (g) : B → B.
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Decomposition of a trajectory: geometrically

Skew-product decomposition of an
equivariant flow using a Representa-
tive Manifold M (RM), which has
exactly one transversal intersection
with every group orbit g ∈ G (GO)
and is diffeomorphic to the orbit
manifold. Trajectory (U,U′,U′′) of
an equivariant flow in B is a relative
periodic orbit: it projects onto the
trajectory (V,V′,V′′ = V) on M
which is periodic. The flow on M
is devoid of symmetry G.

BG
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Decomposition of a trajectory: analytically

So for all t ≥ 0, we have

U(t) = T (g)V(t)

where

(RM)
dV

dt
= FM(V) base

(GO) T (g−1)
dT (g)

dt
V = FG(V) extension
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Result: skew-product description

Base: reaction-diffusion in the tip frame of reference

∂v

∂t
= D∇2v + f(v) + (~c · ∇)v + ω

∂v

∂θ
, reaction+diffusion+advection

v (l1)(~0, t) = u∗, v (l2)(~0, t) = v∗, tip position

∂v (l3)(~0, t)

∂x
= 0, tip orientation

Extension: tip equations of motion

dΘ

dt
= ω,

d~R

dt
= eγ̂Θ~c .

Dynamic variables: v(~r , t), ~c(t), ω(t), ~R(t) and Θ(t).
(NB: can identify R2 → C, γ̂ → i).
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The four types of spiral waves

Base dynamics Group extension

Fixed point Rigid rotation

Limit cycle Zykov’s “cycloidal”

Quasiperiodic Hypermeander ?

Chaotic Hypermeander ?

Hopf normal point in base system ⇔ “Barkley normal form” (up to
change of variables)

Chaotic base dynamics ⇒ deterministic Brownian motion of tip
(Biktashev & Holden 1998)

Quasiperiodic base dynamics ⇒ tip trajectories almost certainly
bounded (Nicol, Melbourne & Ashwin 2001)
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The four types of spiral waves

Base (generic) Extension (me-
ander pattern)

Base (generic) Extension (me-
ander pattern)

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

“Pinwheel”

x

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

“Zykov cycloid”

x

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

“QP hypermeander”

?

Downloaded 19 Jul 2007 to 138.253.100.121. Redistribution subject to AIP license or copyright, see http://chaos.aip.org/chaos/copyright.jsp

“Ch. hypermeander”

?
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Drift of “pinwheel” spirals

Well studied

Spiral is characterised by the instant centre position and the fiducial
phase

. . . all of which change with the rate proportional to the perturbation

. . . with the proportionality coefficients defined by the corresponding
“response functions”

Computation of the drift velocity of spiral waves using response functions

I. V. Biktasheva
Department of Computer Science, University of Liverpool, Ashton Building, Ashton Street, Liverpool L69 3BX, United Kingdom

D. Barkley
Mathematics Institute, University of Warwick, Coventry CV4 7AL, United Kingdom

V. N. Biktashev
Department of Mathematical Sciences, University of Liverpool, Mathematical Sciences Building, Peach Street,

Liverpool L69 7ZL, United Kingdom

A. J. Foulkes
Department of Computer Science, University of Liverpool, Ashton Building, Ashton Street, Liverpool L69 3BX, United Kingdom

!Received 21 January 2010; published 1 June 2010"

Rotating spiral waves are a form of self-organization observed in spatially extended systems of physical,
chemical, and biological nature. In the presence of a small perturbation, the spiral wave’s center of rotation and
fiducial phase may change over time, i.e., the spiral wave drifts. In linear approximation, the velocity of the
drift is proportional to the convolution of the perturbation with the spiral’s response functions, which are the
eigenfunctions of the adjoint linearized operator corresponding to the critical eigenvalues !=0, " i#. Here, we
demonstrate that the response functions give quantitatively accurate prediction of the drift velocities due to a
variety of perturbations: a time dependent, periodic perturbation !inducing resonant drift"; a rotational
symmetry-breaking perturbation !inducing electrophoretic drift"; and a translational symmetry-breaking per-
turbation !inhomogeneity induced drift" including drift due to a gradient, stepwise, and localized inhomoge-
neity. We predict the drift velocities using the response functions in FitzHugh-Nagumo and Barkley models,
and compare them with the velocities obtained in direct numerical simulations. In all cases good quantitative
agreement is demonstrated.

DOI: 10.1103/PhysRevE.81.066202 PACS number!s": 82.40.Bj, 82.40.Ck, 87.10.$ e, 02.70.$ c

I. INTRODUCTION

Spiral waves are types of self-organization observed in
physical #1–3$, chemical #4,5$, and biological #6–11$ sys-
tems, where wave propagation is supported by a source of
energy stored in the medium. The interest in the dynamics of
spiral waves has significantly broadened in the last decade as
the development of experimental techniques has permitted
them to be observed and studied in an ever increasing num-
ber of diverse systems such as magnetic films #12$, liquid
crystals #13$, nonlinear optics #14,15$, novel chemical sys-
tems #16$, and in subcellular #17$, tissue #18$, and population
biology #19$.

In the ideal unperturbed medium, the core of a spiral
wave may be anywhere, depending on initial conditions.
However, real systems are always subject to a perturbation.
A typical result of a symmetry-breaking perturbation is drift
of the spiral waves, which has two components, temporal
drift, which is shift of spiral wave rotation frequency, and
spatial drift, that is slow movement of the spiral’s rotation
center. The drift of spiral waves, particularly the spatial drift,
is of great practical interest to applications. In cardiac tissue,
drift of re-entry circuits may be caused by internal tissue
inhomogeneities, or by external perturbations, such as elec-
trical stimulation. The possibility of control of arrhythmias
by weak electrical stimulation has been a subject of intensive
research for decades.

Understandably, the drift of spiral waves was mostly stud-
ied in the Belousov-Zhabotinsky reaction, which is the easi-

est excitable system for experimental study, and in the heart
tissues and tissue cultures, which represents the most impor-
tant application area. Examples of drift observed in experi-
ments and numerical simulations include “resonant” drift
caused by !approximately" periodic modulation of medium
properties through external forcing #20$, constant uniform
electric field that causes electrophoresis of charged ions tak-
ing part in the chemical reactions #21$, a spatial gradient of
medium properties #22–25$ and pinning !anchoring, trap-
ping" to a localized inhomogeneity #26–28$. Interaction with
a localized inhomogeneity can be considered to be a particu-
lar case of the general phenomenon of vortex pinning to
material defects, ranging from convective microvortex fila-
ments in nanosecond laser-matter interaction to magnetic
flux strings in the Sun’s penumbra #29$. A most intriguing
property of spiral waves is that despite being propagating
waves affecting all accessible space, they, or rather their
cores, behave as pointlike objects.

Correspondingly, three-dimensional extensions of spiral
waves, known as scroll waves, act as stringlike objects.
There have been several ad hoc theories of drift of spiral and
scroll waves exploiting incidental features in selected mod-
els, e.g., #30–33$. Our present study is based on an
asymptotic theory applicable to any reaction-diffusion sys-
tem of equations in which a rigidly rotating spiral wave so-
lutions exist. The theory was first proposed for autonomous
dynamics of scroll waves for the case of small curvatures and
small twists #34,35$ and then extended to the drift of spiral
waves in response to small perturbations #36$. In this theory,
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FIG. 5. !Color online" Drift around disk-shape inhomogeneity Eqs. !45" and !48" of radius Rin=0.56. First row: theoretical predictions for
the drift speed components as functions of the distance to the disk center, l= !!X−xd"2+ !Y −yd"2"1/2, for inhomogeneity in parameters !a" !,
!b" ", and !c" #, in the FitzHugh-Nagumo model. Second row: same for Barkley model, steps in parameters !d" a, !e" b and !f" c. Third row:
comparison of theoretical predictions with DNS. !g" Angular speed of the established orbital movement around the inhomogeneity site as on
panel !i", as a function of inhomogeneity strength. !h" A phase portrait of the drift in the Barkley model in theory, Eq. !41", and DNS, Eqs.
!4", !45", and !48", with disk-shape inhomogeneity !green" of parameter b #corresponds to panel !e"$, at $=10−2. Shown are the theoretical
vector field !black arrows; the lengths are nonlinearly scaled for visualization", a selection of theoretical trajectories !red filled circles" and
a selection of numerical trajectories !blue open circles" of the centers of the spiral wave. Dash-dotted circles correspond to the roots of the
theoretical radial component of the drift force. !i" A phase portrait of the drift in the FitzHugh-Nagumo model with inhomogeneity of
parameter # #corresponds to panel !c"$, $=0.3. Notation is the same as in panel !h".
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Drift of classically (“Zykov”) meandering spirals

Theory is nascent

Spiral is characterized by the instant
centre position, the fiducial rotation
phase and fiducial meandering phase

Hence, possibility of locking between
the phases

where V⃗ is the net drift motion of the filament, T⃗ is the unit
tangent to the filament for 3D scroll waves, and T⃗ ¼ e⃗z for
2D spiral waves in the XY plane. From Eq. (18), the drift
components parallel and perpendicular to the applied
external field E⃗ are given by

Γ1 ¼ QA
A ¼ 1

2
⟪WAjQj∂Au0⟫;

Γ2 ¼
1

2
ϵABQ

B
A ¼ ϵAB

2
⟪WBjQj∂Au0⟫: ð20Þ

The time-averaged equation of motion for meandering
spiral waves (19) exhibits the same dynamics as in the
circular-core case. If h describes diffusive coupling in the
third spatial dimension (E⃗ ¼ kN⃗,Q ¼ P), Eq. (19) happens
to reduce to the circular-core result from Ref. [20]:

V⃗ ¼ Γ1kN⃗ þ Γ2kB⃗; ð21Þ

where N⃗ and B⃗ are the normal and binormal vectors to the
filament. Then, we can interpret Γ1 and Γ2 as the scalar and
pseudoscalar filament tension. Since Eqs. (19) are the laws
of motion for the filament of a meandering scroll wave, it
follows from Ref. [20] that the period-averaged filament
length increases monotonically in time if Γ1 < 0 and
decreases if Γ1 > 0.
To validate our results, we have determined the coef-

ficients PM
A ðψÞ for the Barkley and FK kinetics by applying

E⃗ for a short time interval at different values of the meander
phase ψ , see Sec. B of the Supplemental Material [40] for
details of the numerics. Averaging PB

AðψÞ over one period
delivered Γ1 ¼ −3.97, Γ2 ¼ 0.70 for Barkley kinetics and
Γ1 ¼ 0.455, Γ2 ¼ 0.302 for FK kinetics. Theoretical pre-
dictions (19) and (21) using the measured Γ1;2 are in good
agreement with the observed drift of spirals in a constant
field E, and with circular scroll ring dynamics, see Fig. 3.
Since the chosen parameters in Barkley kinetics yield

Γ1 < 0, the filament will undergo Euler buckling beyond a
critical thickness, as we have already seen in Fig. 2(a). The
FKmodel has Γ1 > 0, and Fig. 2(b) shows that a transmural
filament indeed relaxes to the minimal length.
Until now, it was assumed that perturbations are small

and ω is not. As noted already in Refs. [39,41], if either

condition is broken, phase-locking between spiral rotation
and its meandering may happen. We are now in a position
to describe this phenomenon quantitatively. For Barkley
kinetics as in Fig. 1(a) where ω ¼ 0.08 ≪ Ω ¼ 1.25, one
finds a qualitatively different tip trajectory when E ¼
jE⃗j ≥0.04, see Fig. 4(a). From the first of Eqs. (15),
one can show similarly to Ref. [42] that a necessary
condition for locking the rotation phase is

E > Ecrit ¼ ω=Q; Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðQϕ

1 Þ2 þ ðQϕ
2 Þ2

q
: ð22Þ

The locked rotation angle will be ϕl ¼ arccos ð−ω=QÞ−
arctan ðQϕ

2=Q
ϕ
1 Þ. Given the computed Qϕ

A, expression (22)
predicts Ecrit ¼ 0.041, closely matching the value of 0.04
found in Fig. 4(a). Figure 4(b) shows a comparison for
different values of the parameter a; it can be seen that the
Arnold tongue for phase-locking is well described by
Eqs. (22).
In the ða; bÞ parameter space of Barkley’s model, phase-

locking is found near the line of resonant meander. Already
for a field strength of E ¼ 0.03, Fig. 4(c) shows phase-
locking in a significant portion of the meander region, where
it leads to relatively large drift velocities [see Fig. 4(d)]. In
qualitative terms, Fig. 4(a) shows that the meander flower
opens up during phase-locking, and the resulting drift speed
is therefore close to the mean “orbital velocity”ωR of the tip
along the meander flower, where R is the time-averaged
radius of the meander flower. This result does not contradict
Eq. (15) sincewhenω → 0, the center of the rotating frame is
far away. One can instead use a different rotating frame, with
the origin shifted to the average tip position. This gives, in
leading order,

FIG. 3. Comparison of drift velocity components with theory,
in the Barkley (a) and FK model (b). “3D” refers to a scroll ring
simulation with h ¼ Pð1=rÞ∂ru.

FIG. 4. Phase-locking in Barkley’s model. (a) Drift trajectories
with E⃗ ¼ Ee⃗x for parameters as in Fig. 1(a), showing phase-
locking when E > 0.04. (b) Arnold tongue confirming the
theoretical prediction in Eq. (22). (c) Occurrence of phase-
locking for E ¼ 0.03 in (a),(b) parameter space with c ¼ 0.02.
(d) Drift components parallel and perpendicular to E, for
b ¼ 0.05. The colored background indicates meander.
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Meandering spiral waves are often observed in excitable media such as the Belousov-Zhabotinsky
reaction and cardiac tissue. We derive a theory for drift dynamics of meandering rotors in general reaction-
diffusion systems and apply it to two types of external disturbances: an external field and curvature-induced
drift in three dimensions. We find two distinct regimes: with small filament curvature, meandering scroll
waves exhibit filament tension, whose sign determines the stability and drift direction. In the regimes of
strong external fields or meandering motion close to resonance, however, phase locking of the meander
pattern is predicted and observed.

DOI: 10.1103/PhysRevLett.119.258101

Introduction.—Rotating spiral waves are remarkable
patterns that spontaneously occur in many spatially
extended systems [1–8]. In many cases, a quasiperiodic
motion of the wave pattern instead of rigid-body rotation
can be recognized from the star- or flowerlike tip trajectory,
shown by red traces in Fig. 1. These are called “meandering
spiral waves” or “modulated rotating waves” [9,10] and are
observed in the Belousov-Zhabotinsky chemical reaction
[11,12], and in cardiac tissue experiments [8,13] and
numerical simulations [14–18].
The understanding of the excitation patterns exhibited by

circular-core spirals in 2D, and scroll waves in 3D, has
much benefited from the analysis of their motion in terms
of “phase singularities,” i.e., instantaneous rotation centers
for the spirals, Fig. 1, and “filaments,” Fig. 2, for the scrolls
[19–21]. Much of the theory of meandering spiral waves
has been focusing on the origin of the meander bifurcation
[10,22–24], which produces epi- or hypocyclodial motion
of a spiral tip, as shown in Fig. 1(a). However, meandering
spirals with “linear” cores, as in Fig. 1(b), may be the
building blocks of ventricular fibrillation, which motivated
recent work to calculate their leading eigenmodes [25–27].
In this Letter, we derive equations of motion for biperiodic
meandering 2D spirals and 3D scroll waves, without
restriction to a particular shape of meander.
In 3D, it has been shown that the filament of a circular-

core scroll wave is characterized by its “tension” γ1, which
depends on the medium parameters: γ1 < 0 leads to ever-
growing filaments [20,28] if the medium is thick enough
[29], resulting in a turbulent, fibrillationlike state, while

γ1 > 0 leads to the shrinking of scroll rings, so that only
filaments connecting opposite medium boundaries persist.
Figure 2 shows similar behavior for meandering scroll
waves. However, the applicability of the concept of
filament tension to meandering scrolls has so far been a
conjecture rather than fact. In this Letter, we will show
when this is indeed true, and when it is not.
Methods.—We investigate spiral-shaped solutions to the

reaction-diffusion system in two and three spatial dimen-
sions under a small spatiotemporal perturbation h:

∂tuðr⃗; tÞ ¼ PΔuðr⃗; tÞ þ F(uðr⃗; tÞ) þ hðr⃗; tÞ; ð1Þ

where u is a column matrix of state variables. Equation (1)
describes bothBelousov-Zhabotinsky-like chemical systems
and models of cardiac tissue, depending on the choice of the
diffusion constants P and reaction kinetics FðuÞ. We con-
sider two different kinetics models: the Barkley model [30],
u ¼ ½u; v&T , F ¼ fc−1uð1 − uÞ½u − ðv þ b=aÞ&; u − vgT ,
P ¼ diagð1; 0Þ, a ¼ 0.58, b ¼ 0.05, c ¼ 0.02, Fig. 1(a),

FIG. 1. Meandering spiral wave, with current tip position
(white) and upcoming tip trajectory (red) for Barkley (a) and
Fenton-Karma (b) kinetics. Successive “petals” (blue) are
reached after time T and span the angle χ.
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Drift of hypermeandering spirals of either kind?

Not considered so far, to our knowledge

Even characterization of the unperturbed dynamics is interesting.
E.g. how does one tell one from the other?

Insights can be gained by assuming base dynamics and then solving
the simple ODE for the tip motion

Chaotic

Physica D 116 (1998) 342–354
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Abstract

We explain the phenomenon of hypermeander of spiral waves, observed in numerical experiments with various models of
excitable media, as a chaotic attractor in the quotient system with respect to the Euclidean group. Such an attractor should
lead to a motion of the spiral wave tip analogous to that of a Brownian particle, with mean square of displacement of the tip
growing linearly at large times. This prediction is confirmed by numerical experiments with hypermeandering spiral waves.
Copyright © 1998 Elsevier Science B.V.

Keywords: Excitable media; Spiral wave; Skew product; Deterministic diffusion

1. Introduction

In [1] we have shown how the Euclidean symmetry group of the plane can be exploited to split the analysis of
spiral wave dynamics into motion in a reduced non-symmetric ‘quotient’ dynamic system, and drift along the group.
For a reaction–diffusion system

∂t u = D∇2u + f (u) (1)

with u(r, t) = (u1, u2, . . .) ∈ !l , l ≥ 2, r = (x, y) ∈ !2, the reduced dynamic system is the system of l PDEs and
three finite equations,

∂t v = D∇2v + f (v) − (c, ∇)v − ω∂θv,

0 = g1(v(0, t)), 0 = g2(v(0, t)), 0 = ∂xg3(v(0, t)), (2)

for l + 3 dynamic variables (v, c, ω), v(r, t) ∈ !l , c(t) = (cx(t), cy(t)) ∈ !2, ω(t) ∈ !, where the gj are real
functions and ∂θ = y∂x − x∂y . Drift along the group is described by equations

∗ Corresponding author. Address: Department of Physiology, University of Leeds, Leeds LS2 9JT, UK.
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Fig. 6. Mean square of the displacement of the tip I (t) vs. time t (dots), and fitting curve (solid line) in logarithmic coordinates. Vertical
lines show the fitting range.

in logarithmic coordinates, using Marquard’s method [18] with equal weights of all points (about 5000) in the range
10–2000 t.u., i.e. more than two decades. Fitting by (20) yielded coefficients 2K0 ≈ 0.090 and 2K1 ≈ 2.99, and
good agreement with the experimental data in two decades of t (see Fig. 6). The reliability of this approximation
can be seen from fitting the same data to (25), which yielded α = 1.09± 0.03. Thus, the experimental dependence
of I (t) in a proper range of t is reasonably approximated by (20), with the hypermeandering diffusion coefficient
K0/2 ≈ 0.023, i.e. 40 times less than the diffusion coefficient of the propagator variable. So, the hypermeander
diffusion is rather intensive and hardly can be attributed to the numerical noise.

4. Discussion

In this paper, we have described the simplest mathematical features of continuous deterministic Brownianmotion,
i.e. unlimited walk driven by deterministic chaotic force, and have shown that the complicated patterns of spiral
wave meandering observed in numerical experiments may be interpreted as such a motion.
This sort ofmotion results from twomain features of themathematical problem. The first is the difference between

symmetry groups of the dynamical system and particular solutions, so that the factor group, if it is non-compact,
gives birth to a non-compact set of congruent solutions and thus creates the possibility of unlimited drift along this
set. The other is chaos in the quotient systems, which makes this drift similar to stochastic Brownian motion. We
have considered the case of continuous factor group, and predicted two types of deterministic Brownian motion,
with or without directed component. Which type occurs in a particular case depends on whether or not the maximal
attractor of the semi-reduced system is uniquely ergodic.
Non-symmetric solutions of symmetric systems are ubiquitous, and in all such cases, non-compact factor group

and chaotic dynamics in the quotient system can lead to deterministic Brownian motion or deterministic diffusion.
Theorem 1 describes such a motion in case when the factor group is the group of translations of the straight
line, as in [11]. The hypermeander of spiral waves considered in this paper is a more complicated motion as the

〈
(∆x)2

〉
∝ t

Quasiperiodic
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Abstract
We consider special Euclidean (SE(n)) group extensions of dynamical systems
and obtain results on the unboundedness and growth rates of trajectories for
smooth extensions. The results depend on n and the base dynamics considered.

For discrete dynamics on the base with a dense set of periodic points,
we prove the unboundedness of trajectories for generic extensions provided
n = 2 or n is odd. If in addition the base dynamics is Anosov, then generically
trajectories are unbounded for all n, exhibit square root growth and converge in
distribution to a non-degenerate standard n-dimensional normal distribution.

For sufficiently smooth SE(2)-extensions of quasiperiodic flows, we prove
that trajectories of the group extension are typically bounded in a probabilistic
sense, but there is a dense set of base rotations for which extensions are
typically unbounded in a topological sense. The results on unboundedness
are generalized to SE(n) (n odd) and to extensions of quasiperiodic maps.

We obtain these results by exploiting the fact that SE(n) has the semi-direct
product structure ! = G ! Rn, where G is a compact connected Lie group and
Rn is a normal Abelian subgroup of !. This means that our results also apply
to extensions by this wider class of groups.

AMS classification scheme numbers: 37D, 37A, 37C55, 37C80

1. Introduction

Recently, there has been substantial progress in understanding the ergodic and mixing
properties of generic compact group extensions of dynamical systems. In contrast very little
is known about extensions by non-compact groups; nevertheless, non-compact groups are of
great interest in applications. The setting raises natural questions about the unboundedness
and growth rates of typical orbits in generic extensions.

In this paper we investigate the issues of unboundedness and growth rates for a certain
class of non-compact group extensions of dynamical systems. The class of groups includes
the special Euclidean group ! = SE(n) = SO(n) ! Rn consisting of rotations SO(n) and
translations Rn in n-dimensional space. Throughout the introduction, we emphasize the special

0951-7715/01/020275+26$30.00 © 2001 IOP Publishing Ltd and LMS Publishing Ltd Printed in the UK 275
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7.2. Diophantine quasiperiodic base

In this subsection, we show that for sufficiently smooth SE(2)-extensions of quasiperiodic
flows, it is almost always the case (in the measure theoretic sense) that trajectories are bounded.

Theorem 7.4. Consider the irrational torus flow θ̇ = α on T m. Then, for almost every α ∈ Rm,
and for almost every sufficiently smooth SE(2)-extension (h, k) : T m → SE(2) = SO(2)!R2,
the dynamics on T m × SE(2) is bounded.

More precisely, let b0 denote the zeroth Fourier coefficient of h. Then it is sufficient that h

is C4m+2, that k is C2m+1, and that α and b0 satisfy the Diophantine conditions (7.1) and (7.2),
respectively, with ν ∈ (0, 1).

Proof. We can write the SE(2)-extension in the form

θ̇ = α φ̇ = h(θ(t)) v̇ = eiφ(t)k(θ(t)).

In particular, the φ̇ equation is given by

φ̇ =
∑

j∈Zm

bj ei⟨j,θ(t)⟩ =
∑

j∈Zm

bj ei⟨j,α⟩t

where bj ∈ C, b− j = bj . Since h is smooth, we can integrate term by term to obtain

φ(t) = b0t + R(θ(t))

where R : T m → R is given by R(θ) =
∑

j ̸=0
bj

i⟨j,α⟩ei⟨j,θ⟩.
Now, we define a function S : T m → C given by S(θ) = eiR(θ)k(θ). As shown

below, our hypotheses guarantee that S is smooth and hence can be written as a Fourier
series S(θ) =

∑
j∈Zm dj ei⟨j,θ⟩, with coefficients dj ∈ C. The v̇ equation then takes the form

v̇ = eiφ(t)k(θ(t)) = eib0teiR(θ(t))k(θ(t)) = eib0t
∑

j∈Zm

dj ei⟨j,α⟩t .

Integration yields

v(t) =
∑

j∈Zm

dj

i(b0 + ⟨j, α⟩)
ei⟨j,α⟩t . (7.4)

We claim that S is smooth (justifying the formal calculations above) and moreover that
v(t) is bounded as required.

It remains to verify the claim. By proposition 7.1(a), |bj | = O(|j |− (4m+2)). Since α

satisfies equation (7.1) for some c > 0, we have that
∣∣∣ bj

⟨j,α⟩

∣∣∣ = O(|j |− (3m+2− ν)) for all j . By

proposition 7.1(b), R is C2m+1. Since k is C2m+1, we see that S is C2m+1 verifying the first part
of the claim. Moreover, |dj | = O(|j |− (2m+1)). This estimate combined with condition (7.2)
yields

∣∣∣∣
dj

b0 + ⟨j, α⟩

∣∣∣∣ = O(|j |− (m+1− ν)).

It follows as in the proof of proposition 7.1(b) that the trigonometric series (7.4) for v(t) is
uniformly convergent and hence that v(t) is bounded. !

Remark 7.5. The set of α and b0 for which the theorem is valid can be made larger by
increasing ν to be any positive constant, at the cost that we require more regularity for the
extension (h, k).

Plane English: tip trajectories of
quasiperiodic hypermeander are al-
most certainly bounded.
How big they can be?
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Size matters

“Zykov” meander in a model with
standard parameters (Biktashev
and Holden, 1996)

Hypermeander: parameter
changed to represent Long
QT syndrome (Biktashev and
Holden, 1998)
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The R1-extension of quasiperiodic dynamics

Base

dq

dt
= s(ψ) =

∑
n∈Zk

sne
i(n·ψ),

dψ

dt
= ν,

where ψ ∈ Tk , ν ∈ Rk , k ≥ 2.

Extension
Termwise integration gives

q(t) = q(0) + s0t

+
∑′

n∈Zk\{0}

−isn
(n · ν)

(
e i(n·ν)t − 1

)
.

For incommensurate ν, we have small denominator problem.

Nicol et al: for almost all ν, the sum converges.

However, it diverges for an everywhere dense set of ν.

Hence the size is an everywhere discontinuos of ν.

Physically, have to treat it as a random quantity.
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The SE (2)-extension: size of hypermeandering trajectory

Base

dp

dt
= v(θ) e iϕ,

dϕ

dt
= w(θ),

dθ

dt
= ω ∈ Rm

Extension

R1-extension for ϕ, then

R1-extension for p, leading to

|∆t(ω̃)|2 = |p(t)− p(0)|2

=

∣∣∣∣∣ ∑′

n∈Zm+1

−ivn
(n · ω̃)

(
e i(n·ω̃)t − 1

)∣∣∣∣∣
2

.
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Results

Let σ2
t (ω̃) = t−1

∫ t

0
|∆t′(ω̃)− µt(ω̃)|2 dt ′, where

µt(ω̃) = t−1
∫ t

0
∆t′(ω̃) dt ′. Then for continuously distributed ω̃,

E
[
∆2

t

]
≈ C1t,

E
[
σ2
t

]
≈ C2t, C1/C2 = 6,

F (x) ≡ P [σ∞ > x ] ∝ x−1, as x → +∞,

E [σ∞] = +∞.

29 / 65



Intro Reduction Classification Extension Numerics Concusion App1 App2

1 Introduction

2 Symmetry reduction

3 Symmetry classification of spiral waves

4 Noncompact extensions of quasiperiodic dynamics

5 Numerical illustration

6 Conclusion

7 Appendix 1: Derivation of the tip motion equations

8 Appendix 2: Details of calculations of trajectory size

30 / 65



Intro Reduction Classification Extension Numerics Concusion App1 App2

The model and its caricature (1/2)

FitzHugh-Nagumo with hypermeandering spirals:

ut = 20(u − u3/3− v) +∇2u,

vt = 0.05(u + 1.2− 0.5v).

The trajectory of the tip is emulated by

dp

dt
= v(θ) e iϕ,

dϕ

dt
= w(θ),

dθ

dt
= ω ∈ Rm

m = 2, v(θ) = (0.6− 0.2β − 0.2αβ)−1 − 1,

w(θ) =
(
0.675 + 0.1α + 0.05β + 0.5α2 + 0.5αβ

+ 0.2α3 + 0.6α2β
)−1 − 1,

α = cos θ1 + 0.05 tanh(30 cos θ2), β = sin θ1,

ω1 = 0.354, ω2 ∈ [0.475, 0.525].
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The model and its caricature (2/2)

Spiral wave and a
piece of meander
tip trajectory in
FitzHugh-Nagumo
model

Longer pieces of the
same tip trajectory

Pieces of trajectory of
different lengths gen-
erated by the carica-
ture model
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Sizes of trajectories of different length, as functions of ω2
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Continuous functions converging to an everywhere discontinuous limit.
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Distributions of trajectory sizes
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Distribution functions F (x) = P [σT (ω̃) > x ], for the estimates of σT
made for different time intervals T in the caricature model. The straight
line is the theoretical asymptotic.
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Mean square of trajectory size as function of the time
interval
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Mean square of trajectory size as function of the time interval (log-log
plot, two different statistics). The straight lines corresponding to the
theoretical predictions.
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Conclusions

Deterministic equations, no chaos involved, but the question allows
only probabilistic treatment.

Trajectory size finite with probability one, but infinite expectation.

Size of long pieces depends on parameters in an irregular way,
everywhere discontinuous in the limit.

Similar to St Petersburg paradox: infinite expectation, but need
infinite time to achieve

Asymptotic of size ∝ T 1/2 is similar to deterministic Brownian
motion of chaotic hypermeander, but in a different sense

Perturbation theory: still long way away. Here is one small step
towards realising how difficult it is even to pose the problem!

Applicattion: cardiac arrhythmias. Possible: different physics
(quasicrystals???)

37 / 65



Intro Reduction Classification Extension Numerics Concusion App1 App2

THE END
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System “reaction-diffusion”

∂u

∂t
= D∇2u + f(u),

where

u =
(
u(1), . . . , u(n)

)>
= u(~r , t) ∈ Rn (concentrations);

f = f(u); (reaction rates);

D ∈ Rn×n, (matrix of diffusion coeffs);

n ≥ 2, (number of components);

~r = (x , y) ∈ R2 (physical space).

This system is equivariant with respect to Euclidean transformations of
the spatial coordinates ~r .
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Two popular examples

FitzHugh-Nagumo

∂u

∂t
=

1

ε

(
u − u3

3
− v

)
+∇2u,

∂v

∂t
= ε(u + β − γv),

with parameters ε, β, γ. Second
field can also be diffusive; “car-
diac” models only have one diffu-
sive component.

Barkley

∂u

∂t
=

1

ε
u(1− u)

(
u − v + b

a

)
+∇2u,

∂v

∂t
= u − v ,

with parameters a, b, ε. This is a vari-
ation of FHN that is easy to calculate
fast, especially if accuracy requirements
can be relaxed.
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Reaction-diffusion system as an ODE in functional space

∂u

∂t
= D∇2u + f(u)

in a suitable functional space B can be written as

dU

dt
= F(U),

where

U : R→ B represents u,

F : B → B represents D∇2u + f.
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An equivariant ODE

Let us suppose that

dU

dt
= F(U)

is equivariant with respect to a representation T of a Lie group G in B:

∀g ∈ G, ∀U ∈ B : F(T (g)U) = T (g)F(U).

For the reaction-diffusion system, this is the special Euclidean group
acting via transformations of ~r :

G = SE (2), G 3 g : R2 → R2,

T (g)u(~r) = u(g−1~r), T (g) : B → B.
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Assumption of free action

Consider a flow-invariant set B0 ⊂ B such that G acts freely on on
B0, i.e.

∀U ∈ B0 : T (g)U = U ⇒ g = id

(B0 is the “principal stratum” of B, corresponding to the trivial
isotropy subgroups).

For RDS: the graph of any function u(~r) that may be considered as
a snapshot of a valid spiral wave solution, is devoid of any rotational
or translational symmetry.
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Group orbits foliate the phase space

Definition

A group orbit of a given U is the set T (G)U = {T (g)U | g ∈ G}.

That is, it is a set of all such functions u(~r) that can be obtained
from one another by applying an appropriate Euclidean
transformation to ~r .

A group orbit is a manifold in B0, of a dimensionality equal to
d = dimG less the dimensionality of the isotropy group. In our case,
dimSE (2) = 3, the isotropy group is trivial and the orbits are
smooth three-dimensional manifolds.

B0 is invariant ⇒ is a disjoint union of group orbits (“is foliated”).
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Assumption of global transversal section

We assume there exists an open subset S ⊂ B0, also flow-invariant and
G-invariant, in which the foliation has a global transversal section, i.e. we
can select one representative from each orbit in S, such that all such
representatives form a smooth manifold M⊂ S, which is everywhere
transversal to the group orbits. We call this manifold a Representative
Manifold (RM).

∀U ∈ S, ∃′ (g ,V) ∈ G ×M : U = T (g)V.
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Representative Manifold

The RM has co-dimensionality equal to the dimensionality of the
group orbits, i.e. in our case codimM = d = 3.

It is assumed to be smooth and we expect that it can locally be
described by equations

µ`(V) = 0, ` = 1, . . . d ,

where functions µ` : B → R, i.e. are functionals when interpreted in
terms of the original RDS.

(and possibly some inequalities: see later).
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Representative Manifold of Standard Spiral Waves

Let S consist of spiral waves, in which we can uniquely identify a tip
position and its orientation.

Then M can be chosen to consist of those spiral waves that are in a
standard position: tip at the origin, with a fixed orientation.

Obviously any spiral wave from S can be brought to the standard
position by a unique Euclidean transformation.

Example:

µ1[v(~r)] = v (l1)(~0)− u∗ = 0,

µ2[v(~r)] = v (l2)(~0)− v∗ = 0 (l1 6= l2),

µ3[v(~r)] = ∂xv
(l3)(~0) = 0,

µ4[v(~r)] = ∂yv
(l3) > 0.

48 / 65



Intro Reduction Classification Extension Numerics Concusion App1 App2

Decomposition of a trajectory: geometrically

Skew-product decomposition of an
equivariant flow using a Representa-
tive ManifoldM, which has exactly
one transversal intersection with ev-
ery group orbit g ∈ G and is diffeo-
morphic to the orbit manifold. Tra-
jectory (U,U′,U′′) of an equivari-
ant flow in B is a relative periodic
orbit: it projects onto the trajectory
(V,V′,V′′ = V) onM which is pe-
riodic. The flow on M is devoid of
symmetry G.

BG

M

g
g′

g′′

U

U′

U′′

V = V′′

V′

gr
ou

p
ex

te
n

si
on

base
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Decomposition of a trajectory: analytically

So for all t ≥ 0, we have

U(t) = T (g)V(t)

where

(RM)
dV

dt
= FM(V) base

(GO) T (g−1)
dT (g)

dt
V = FG(V) extension
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A practical approach

∂V

∂t
= F + A, (base1)

µ`(V(t)) = 0, ` = 1, . . . , d , (base2)

T (g−1)
dT (g)

dt
V = −A, (extension)

where
A = A(V, g , t) = −FG(V)−HG(V, g , t)

is a vector belonging to the three-dimensional tangent space of the group
orbit T (G)(V) at V.
Vector A is obtained from (base1) as a condition that V continues to
satisfy (base2). Having thus found A we can proceed with solving
(extension).

51 / 65



Intro Reduction Classification Extension Numerics Concusion App1 App2

Differentiation of the Euclidean group

To make this into a working algorithm, we need to translate it from
abstract language to the terms of the original PDE.

Vector A is a result of action of a linear combination of the
generators of the Lie group T (G) as linear operators on V.

Let us introduce coordinates (~R,Θ) on G = SE (2):

g = (~R,Θ) : ~r 7→ ~R + eγ̂Θ~r ,

where γ̂ =

[
0 −1
1 0

]
, so exp(γ̂Θ) is mx of rotation by angle Θ.

Then
A = ω∂θv + (~c · ∇)v,

where

ω = Θ̇, ~c = e−γ̂Θ ~̇R, ∂θ = x∂y − y∂x

(θ is the polar angle in the (x , y) plane)
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Result: skew-product description

Base: reaction-diffusion in the tip frame of reference

∂v

∂t
= D∇2v + f(v) + (~c · ∇)v + ω

∂v

∂θ
, reaction+diffusion+advection

v (l1)(~0, t) = u∗, v (l2)(~0, t) = v∗, tip position

∂v (l3)(~0, t)

∂x
= 0, tip orientation

Extension: tip equations of motion

dΘ

dt
= ω,

d~R

dt
= eγ̂Θ~c .

Dynamic variables: v(~r , t), ~c(t), ω(t), ~R(t) and Θ(t).
(NB: can identify R2 → C, γ̂ → i).
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Problem setting

Equations along the group (tip EoM):

dϕ

dt
= Ω(t),

dp

dt
= V (t) e iϕ

where p = px + ipy ∈ C is tip’s complex coordinate and ϕ is its
orientation angle, and Ω(t) and V (t) are defined by the quasiperiodic
base dynamics,

Ω(t) = w(θ(t)), V = v(θ(t)),

where θ ∈ Tm = (R/2πZ)m are coordinates on the invariant m-torus,
m ≥ 2, so that

θ̇ = ω,

and ω ∈ Rm is a set of (typically incommensurate) frequencies.
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The R1-extension of the quasiperiodic dynamics

First step: point with coordinate q ∈ R1 moving according to

dq

dt
= s(ψ) =

∑
n∈Zk

sne
i(n·ψ),

dψ

dt
= ν,

where ψ ∈ Tk , ν ∈ Rk , k ≥ 2. Termwise integration gives

q(t) = q(0) + s0t +
∑′

n∈Zk

−isn
(n · ν)

(
e i(n·ν)t − 1

)
.

Here and later,
∑′

is the sum over n 6= 0.
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The R1-extension of the quasiperiodic dynamics

Consider

∆(t; ν) = q(t)− q(0)− s0t =
∑′

n∈Zk

−isn
(n · ν)

.

For a typical ν, its components are incommensurate.

The denominators in the infinite sum are nonzero, but many of them
are very small.

However if s(ψ) is sufficiently smooth, its Fourier coefficients sn
quickly decay with |n|.
Therefore, the infinite sum remains bounded for t ≥ 0, for typical
s(ψ) and almost all ν (Nicol etal 2001).

But: bounded by what? How big the trajectories may be?
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The R1-extension of the quasiperiodic dynamics

E.g.: let p(t) = q(t)− s0t, ∆t(ν) = p(t)− p(0),

µT (ν) = T−1
∫ T

0
∆t(ν) dt, σ2

T (ν) = T−1
∫ T

0
|∆t(ν)− µT (ν)|2 dt,

σ2
∞(ν) =

∑′

n∈Zk

|sn|2
(n · ν)2 .

For almost any vector ν, this σ2
∞(ν) is finite.

Typically all sn are nonzero, so σ2
∞(ν) is infinite for all ν such that

(n · ν) = 0, and this is an everywhere dense set.

Function σ∞(ν) is almost everywhere defined and finite, but is
everywhere discontinuous, and discontinuities are not removable.

For any physical purpose, question of the value of the function at a
particular point is meaningless.

A deterministic view on function σ∞(ν) is inadequate, and we are
forced to adopt a probabilistic view
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The R1-extension of the quasiperiodic dynamics

Suppose we know ν approximately, say, its probability density is uniformly
distributed in B = Bδ(ν0), a ball of radius δ centered at ν0. The
expectation of the trajectory size is then

E [σ∞(ν)] =
1

mes(B)

∫
B

σ∞(ν) dν =
1

mes(B)

∫
B

∑′

n∈Zk

|sn(ν)|2
(n, ν)2

1/2

dν.

The set of hyperplanes (n · ν), n ∈ Zk is everywhere dense. For any n
such that {ν : (n · ν) = 0} ∩ B 6= ∅, we have

E [σ∞(ν)] ≥ 1

mes(B)

∫
B

∣∣∣∣ sn(ν)

(n, ν)

∣∣∣∣ dν ≥ A

∫ ε

−ε

dz

|z | = +∞.

That is, the deviation from steady motion is almost certainly finite, but
its average expected value is infinite.
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SE (2) extension: quasiperiodic hypermeander

dp

dt
= v(θ) e iϕ,

dϕ

dt
= w(θ),

dθ

dt
= ω ∈ Rm

where tip position p ∈ C, tip orientation ϕ ∈ T1, coordinates on the
invariant torus θ ∈ Tm.

1 The system for ϕ and θ, with unfolding ϕ ∈ R, makes a R1

extension, so ϕ = ϕ0 + w0t + Φ(θ), where Φ(θ) is, according to the
above results, typically a bounded function of θ = ωt.

2 Then
dp

dt
= v(θ̃),

dθ̃

dt
= ω̃ = (ω, ωm+1) ∈ Rm+1,

where ωm+1 = w0, θ̃ = (θ, θm+1) ∈ Tm+1 and
v(θ̃) = V (θ) e iΦ(θ) e iϕ0 e iθm+1 is in turn a pair of R1 extension (with
a special feature: v0 = 0).
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SE (2) extension: quasiperiodic hypermeander

The moral:

The expectation of σ∞(ω̃), the size of the trajectory, defined as the
root mean square of the distance of the tip from the centroid of the
trajectory, is infinite.

Similar conclusions can be made for the expectation of other
statistics, such as average displacement from the initial point, or for
the suprema of the distance from the centroid or of the displacement
from the initial point.
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Asymptotic distribution of the trajectory size

The trajectory size

σ∞(ω̃) =

( ∑′

n∈Zm+1

|vn(ω̃)|2
(n, ω̃)2

)1/2

is large if at least one of the terms in the infinite sum is large.

It is most likely that the largest term by far exceeds all the others.

So, the distribution of σ∞ can be understood via the distribution of
individual terms Mn(ω̃) = |vn(ω̃)|2/(n, ω̃)2.

Clearly, P
[
Mn > x2

]
∝ x−1 as x → +∞ as long as

{(n, ω̃) = 0} ∩ B 6= ∅, and the distribution of σ∞ corresponds to the
distribution of the square root of the largest of such terms.

Hence, for a typical continuous distribution of ω̃, we expect

P [σ∞ > x ] ∝ x−1, as x → +∞.
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Growth rate of the trajectory size.

In practice we can observe the trajectory only for a finite, even if large,
time interval T . Let us see how the expectation of the trajectory size
grows with T . E.g.

|∆(T , ω̃)|2 =
∑′

n”,n′∈Zm+1

vn”vn′

(n” · ω̃) (n′ · ω̃)

(
e−i(n”·ω̃)T − 1

)(
e i(n

′·ω̃)T − 1
)
.

For large T , the principal contribution is provided by terms with n′ = n”
(long story, but true) which gives an approximation

|∆T |2 ≈
∑′

n∈Zm+1

4 |vn|2

(n · ω̃)2 sin2 ((n · ω̃)T/2) .
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Growth rate of the trajectory size.

The corresponding expectation is

E
[
|∆T |2

]
≈ 4

mesB

∑′

n∈Zm+1

|vn|2
∫

ω̃∈B

sin2 ((n · ω̃)T/2)

(n · ω̃)2 dω̃.

Define χn = mes ({ω̃ | (n · ω̃) = 0} ∩ B), and

‖n‖ =
(
n2

1 + · · ·+ n2
m+1

)1/2
. Then

E
[
∆2

T

]
≈ C1T , C1 =

2π

mesB

∑′

n∈Zm+1

|vn|2
‖n‖ χn.

Similarly,

E
[
σ2
T

]
≈ C2T , C2 =

π

3 mesB

∑′

n∈Zm+1

|vn|2
‖n‖ χn.
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THE FINAL END
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