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3D Reconstruction from Multiple Views
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Image segmentation:

Optimization in Computer Vision

Geman, Geman ’84,  Blake, Zisserman ‘87,  Kass et al. ’88,  

Mumford, Shah ’89,  Caselles et al. ‘95,  Kichenassamy et al. ‘95,  

Paragios, Deriche ’99,  Chan, Vese ‘01, Tsai et al. ‘01, …

Multiview  stereo reconstruction:

Faugeras, Keriven ’98,  Duan et al. ‘04,  Yezzi, Soatto ‘03,  

Seitz et al. ‘06,  Hernandez et al. ‘07,  Labatut et al. ’07, …

Optical flow estimation:

Horn, Schunck ‘81,  Nagel, Enkelmann ‘86,  Black, Anandan ‘93, 

Alvarez et al. ‘99,  Brox et al. ‘04,  Baker et al. ‘07,  Zach et al. ‘07,  

Sun et al. ‘08,  Wedel et al. ’09, …

Non-convex energies
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Non-convex energy Convex energy

Convex Relaxation Techniques

Some related work:  Brakke ‘95,  Alberti et al. ‘01,  Chambolle ‘01, 

Attouch et al. ‘06,  Nikolova et al. ‘06,  Cremers et al. ‘06,  Bresson et al. ‘07,  

Lellmann et al. ‘08,  Zach et al. ‘08,  Chambolle et al. ’08,  Pock et al. ‘09,  

Zach et al. ’09,  Brown et al. ’10,  Bae et al. ‘10,  Yuan et al. ‘10,…
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Overview

Convex multilabel optimization Nonconvex regularizers

Geometric Optimization via

Convex Relaxation
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Overview

Convex multilabel optimization Nonconvex regularizers

Geometric Optimization via

Convex Relaxation
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Optimal solution is the empty set:

Segmentation: Kichenassamy et al. ’95,   Caselles et al. ’95 

3D Reconstruction: Faugeras, Keriven ’98,   Duan et al. ’04

Stereo-weighted Minimal Surfaces
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Kolev, Cremers, ECCV ’08, PAMI 2011

Silhouette-Consistent Reconstruction
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Proposition: The set of silhouette-consistent solutions is convex.

Kolev, Cremers, ECCV ’08, PAMI 2011

Silhouette-Consistent Reconstruction
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Pock, Cremers, Bischof, Chambolle, ICCV ‘09,  Chambolle, Pock ‘10 

Given the saddle point problem

with close convex sets and      and linear operator of norm 

An Efficient Saddle Point Solver

converges with rate                  to a saddle point for

Proposition: The primal-dual algorithm
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Reconstructing the Niobids Statues

Kolev, Cremers, ECCV ’08, PAMI ‘11
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Reconstructing Dynamic Scenes

Oswald, Stühmer, Cremers, ECCV ‘14
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Overview

Convex multilabel optimization Nonconvex regularizers

Geometric Optimization via

Convex Relaxation
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Multi-labeling and Functional Lifting

nonconvex data term label regularity

Pock , Schoenemann, Graber, Bischof, Cremers  ECCV ’08

Ishikawa PAMI 2003



15Daniel Cremers Convex Relaxation Methods for Computer Vision

Pock , Schoenemann, Graber, Bischof, Cremers  ECCV ’08

Multi-labeling and Functional Lifting
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convex functional

Proposition 2: can  be solved optimally by convex relaxation 

and thresholding.

Proposition 1: Minimizing        is equivalent to minimizing 

nonconvex functional

Pock , Schoenemann, Graber, Bischof, Cremers  ECCV ’08

Multi-labeling and Functional Lifting
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Pock, Cremers, Bischof, Chambolle, SIAM J. on Imaging Sciences ’10 

Let

be continuous in             and    , and convex in 

Theorem:

For any function                                we have:

where     is constrained to the convex set

Global Optima for Convex Regularizers
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Pock, Cremers, Bischof, Chambolle, SIAM J. on Imaging Sciences ’10 

The functional            can be minimized by solving the relaxed 

saddle point problem

Theorem:

The functional     fulfills a generalized coarea formula:

As a consequence, we have a thresholding theorem assuring that

we can globally minimize the functional 

Global Optima for Convex Regularizers
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One of two input images
Depth reconstruction

Courtesy of Microsoft

Reconstruction from Aerial Images
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Reconstruction from Aerial Images
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Overview

Convex multilabel optimization Nonconvex regularizers

Geometric Optimization via

Convex Relaxation



22Daniel Cremers Convex Relaxation Methods for Computer Vision

Nonconvex Regularizers

total variation

truncated linear truncated quadratic

Mumford-Shah

Potts

minimal partitions
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Potts ’52,   Blake, Zisserman ’87,   Mumford-Shah ’89,   Vese, Chan ’02

Proposition: With                  , this is equivalent to

Minimal Partitions & Multilabeling

Chambolle, Cremers, Pock ’08, SIIMS ‘12,  Pock et al. CVPR ’09 

where
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Input color image 10 label segmentation

Chambolle, Cremers, Pock ’08, SIIMS ‘12,  Pock et al. CVPR ’09 

Minimal Partitions & Multilabeling
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piecewise constant piecewise smoothInput image

Piecewise Smooth Approximation

Pock, Cremers, Bischof, Chambolle  ICCV ’09 
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Strekalovskiy, Chambolle, Cremers, CVPR ‘12

The Vectorial Mumford-Shah Problem

with the convex set:

For                                , we consider the functional

Proposition: For                                                    , we have:
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Channelwise MS Vectorial MSInput image

Color Mumford-Shah

Strekalovskiy, Chambolle, Cremers, CVPR ‘12
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Summary

A variety of originally non-convex optimization

problems can be solved by convex relaxation.

The relaxed problems can be solved efficiently

with provably convergent primal-dual methods.

Solutions are independent of initialization and 

either optimal or within a bound of the optimum. 

The lifting approach leads to a drastic increase

in memory and runtime.


