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We	would	like	to	op-mize	expensive-to-evaluate	func-ons.	
•  We	would	like	to	op.mize	a	func.on																								.	
•  The	feasible	set						is	either	a	box	or	polyhedron,	and	compact.	

•  The	unknown	func.on	f	is	smooth.	

•  We	have	no	informa.on	about	the	deriva.ve	of	f.	

•  f	is	typically	expensive	to	evaluate.	
•  Training	and	tes.ng	machine	learning	algorithms	

•  Calibra.ng	parameters	of	some	complex	simulators	

•  Labor	intensive	experimental	design	



Applica-on:	tuning	machine	learning	algorithms	

•  Number of hidden units each layer 
•  Learning rate in SGD 
•  Number of iterations in training 
•  …… 



Batch	Bayesian	Op-miza-on	
•  Common	BayesOpt	algorithms	look	like:	

	
	
•  We	typically	use	a	Gaussian	Process	prior.	

•  Posterior	aGer	evalua.ng	n	points:		

Start from a prior on the surface Select the next batch of points to evaluate 

Update the posterior of the surface 



The	Parallel	Knowledge	Gradient	(qKG)	
•  If	we	were	to	stop	aGer	n	points,																								is	the	minimum	of	the	mean	

func.on.	

	

•  If	we	take	one	addi.onal	itera.on		(q	more	points),																									is	the	minimum	of	
the	mean.	It	depends	on	where	these	q	points	are	and	their	func.on	values.	

•  The	quality	of	the	q	points	selected	is	quan.fied	by		

	



The	Parallel	Knowledge	Gradient	(qKG)	
•  The	q-KG	criterion	is	defined	as:	

•  The	q-KG	algorithm	is	to	try	maximize	the	criterion	above.	



How	q-KG	works	
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How	q-KG	works	



Maximiza-on	of	q-KG	

Multi-start Stochastic Gradient Ascent 

Estimate 



Es-mate	the	Deriva-ve	of	q-KG	when	A	is	finite	
•  By	Gaussian	process	proper.es	

	

	where															is	some	func.on	related	to	posterior	covariance	func.on.	Z	is	q-
dimensional	standard	normal.	

•  q-KG	can	be	rewriPen	as	

•  When	the	prior	mean	and	kernel	func.on	is	con.nuously	differen.able	and	A	is	
bounded	



We	discre-ze	A	when	A	is	a	con-nuous	domain	
•  We	approximate	A	as	

•  The													is	the	samples	of	the	global	op.ma	based	on	the	current	posterior	
surface:	random	feature	approxima.on.	

•  We	then	can	use	the	mul.-start	gradient	based	op.mizer.	



q-KG	Outperforms	Other	Algorithms	on	Noisy	Synthe-c	Func-ons	



q-KG	Outperforms	State-of-Art	when	Tuning	Logis-c	Regression	

MNIST Dataset, http://yann.lecun.com/exdb/mnist/ 



q-KG	Outperforms	State-of-Art	when	Tuning	CNN	

CIFAR10 dataset, https://www.cs.toronto.edu/~kriz/cifar.html 



The	code	is	made	public， you	can	use	it	



Thanks! Any Question? 


