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Can you trust a computer?
Possible reponses:
• Can you trust a human brain?

• Quantitatively: solve  
trustworthiness of    depends on  
condition number of 

• Need to make sure our problem is 
well-conditioned

Ax = b

A

prove!
quantify!

x



Interval arithmetic
• Computation with floating point numbers  

have rounding errors
• These errors can be dealt with rigorously  

by interval arithmetic
• Product of intervals    and   I1 I2

I1 · I2 �
�
x1x2

��
x1 2 I1, x2 2 I2

 

Intlab by Rump



Rigorous validation
of numerical computations

prove rigorously what we see in
simulations of nonlinear dynamics

Goal: 

dx

dt

= �(y � x)

dy

dt

= x(⇢� z)� y

dz

dt

= xy � �z

“important solutions”



Feigenbaum constant is universal 
(Lanford, 1982)

Computer proofs in dynamics

Chaotic attractor in Lorenz equations 
(Tucker, 2002)
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General Setup

u0 = f(u)



F (x) = 0
General Setup



Functional analytic setup

or

n
u0 = f(u)
u(0) = u0

F : C1 ! C0 ⇥ R

eF : C0 ! C0

eF (u) = u(t)� u0 �
Z t

0
f(u(s))ds = 0

Example: IVP

F (u) =
u0 � f(u)
u(0)� u0
[ [= 0



F (x) = 0

Newton’s method
finite dimensional nonlinear problem

xn+1 = e
T (xn)

= xn �DF (xn)
�1 · F (xn)

F (x̂) = 0 () e
T (x̂) = x̂

injectiveDF (x̂)�1

eT is a (strong) contraction
D

e
T (x̂) = 0 kD e

T (x)k
x̂small near



F (x) = 0

Banach spaces

Infinite dimensions
infinite dimensional nonlinear problem

• truncated problem
• solve numerically
• numerical “solution”

FN (xN ) ⇡ 0

N
XN ⇢ X

-dimensional subspaces
X 0

N ⇢ X 0

xN = x 2 XN ⇢ X

X,X 0

FN : XN ! X 0
N

F : X ! X 0

Finite dimensional reduction



A ⇡ AN = DFN (xN )�1

T (x) = x

F (x) = 0

T (x) = x�DF (x)�1
F (x)

T (x) = x�DF (x)�1
F (x)

T (x) = x�AF (x)

Fixed point operator

T : X ! X

A “easy” (for estimates)

F : X ! X 0

injectiveA : X 0 ! X



Intlab

r

8x 2 Br(x)(r)

Contraction mapping
mapsT Br(x) ⇢ X into itself

Analytic estimates

(r)

x

 < 1

kT (x)� xkX  Y

kT (x)� T (x̃)kX  kx� x̃kX

kDT (x)kB(X)  Z

Inequality x

sol

Y + r̂Z(r̂) < r̂

x

sol



Choices
Choices to be made:

X Xand the norm on
F (x) = 0formulation

A an “accurate” and “simple”
 approximation of
:

DF (x)�1

XN and X 0
N

Estimates and check Y + r̂Z(r̂)� r̂ < 0



T (x) = x�AF (x)

What is A?

DFN (xN )

⇡=DF (x)
�

k (
x) �

1



What is A?

ANAN ⇡ DFN (xN )�1

DFN (xN )

A =

T (x) = x�AF (x)

�

k (
x) �

1

�

k (
x) �

1
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• any polynomial vector field
• non-polynomial: 
• reformulation  
• interpolation estimates

• less regularity

Periodic solutions in ODEs

Queirolo MS25

Application 2. The methods of the present work can also be used to study solutions of
PDEs. The Swift-Hohenberg PDE with even periodic boundary conditions is

u

t

= (� � 1)u � 2u

yy

� u

yyyy

� u

3

, in ⌦ = [0,

2⇡

L

] (1.4)

u(y, t) = u(y + 2⇡/L, t) , u(y, t) = u(�y, t) , on @⌦.

This model was originally introduced to describe the onset of Rayleigh-Bénard heat
convection [33], where L is a fundamental wave number for the system size 2⇡

L

. The
parameter � corresponds to the Rayleigh number and its increase is associated with the
appearance of multiple solutions that exhibit complicated patterns. For the computations

presented here we fixed L = 0.65. At � =
�

1 � 4L

2

�

2

, there is a pitchfork bifurcation
from u ⌘ 0. The bifurcating solution corresponds to the solution cos(2Ly). Using a
numerical continuation method based on a predictor corrector algorithm we continued
to a solution at � = 3.5 ⇥ 108, and proved that near the numerical approximation there
exists an exact solution. The proof used a Fourier approximation to m = 2103 modes.
The `

1 error between the approximate solution and the exact solution is smaller than
r = 2.6536 ⇥ 10�4. The proof is discussed in Section 5 and uses the notion of radii
polynomials as introduced in Section 3.
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Figure 2: Equilibrium solution of (1.4) at � = 3.5 ⇥ 108. The computation is rigorously
validated. The resulting error is smaller than the width of the curve. So we can say for
example that the true solution exhibits the small spiking behavior just before and just
after the large spike, as shown in the figure. This phenomena is in this case not numerical
error associated with the “Gibbs e↵ect”.

The remainder of the paper is organized as follows. In Section 2, we introduce the
functional analytic background necessary to perform the computer-assisted proofs in the
analytic category. In Section 3, we present the new adaptation of the radii polynomial
approach to the analytic category setting. In Section 4, we apply the method to prove
existence of periodic solutions in the Lorenz equations and finally in Section 5, we apply
the method to prove existence of equilibria of the Swift-Hohenberg PDE.
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Figure 2: In the co-rotating (non-inertial) frame, we introduce a third and massless particle. The magnitude of the distance
from the massless particle to the primary body is r1 and the magnitude of the distance from the massless particle to the
secondary particle is r2. The massless particle is influenced by the gravitational fields of the primary and secondary bodies,
however the massless body does not a↵ect the orbits of the massive bodies. In the rotating reference frame, there are three
collinear equilibrium points on the x-axis which are denoted L1, L2, L3.

field without disturbing the Keplerian motion of the primaries, that is without creating any gravitational field of its own.
Writing Newton’s laws for the motion of the massless particle (transformed to the non-inertial co-rotating reference frame)
gives the system of two second order ordinary di↵erential equations
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>

>

<

>

>

:

x

00 = 2y0 +
@V

@x

y

00 = �2x0 +
@V

@y

,

(2.1)

where

V (x, y)
def
=

1

2
(x2 + y

2) +
1� µ

r1(x, y)
+

µ

r2(x, y)

and
⇢

r1(x, y)
def
=

p

(x+ µ)2 + y

2

r2(x, y)
def
=

p

(x� 1 + µ)2 + y

2
.

Letting x1
def
= x, x2

def
= x

0, x3
def
= y and x4

def
= y

0, the system (2.1) becomes

8

>

>

<

>

>

:

x

0
1 = x2

x

0
2 = 2x4 +

@V

@x

x

0
3 = x4

x

0
4 = �2x2 +

@V

@y

.

(2.2)

The system has at most five equilibrium solutions, three of which lie on the x-axis. The three equilibrium points on the
x-axis are called the collinear equilibria and are denoted L1, L2, L3. The collinear equilibria have saddle-center stability.
The center manifold of each collinear equilibrium point is foliated by a family of hyperbolic periodic orbits referred to as
the Lyapunov orbits. The existence of a one parameter family of Lyapunov orbits in a small neighborhood of each of the
colinear equilibrium is classical and can be proved by a center manifold argument, see for example [92]. The Lyapunov
orbits are parametrized by energy/frequency, are the main point of study in the remainder of the present work. Our main
results concern the existence of Lyapunov orbits far from the perturbative regime.
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• Chebyshev series - domain decomposition

Non-periodic solutions in ODEs

u00 = Df(u)·f(u)
u0 = f(u)

Sheombarsing-JB• IVPs
• BVPs

• a priori bootstrap

Breden-Lessard



2 A. CZECHOWSKI AND P. ZGLICZYŃSKI

0
0.05

0.1
0.15

−0.05

0

0.05

−0.2

0

0.2

0.4

0.6

0.8

u

v

w

(a) Approximate periodic orbit for

✏ = 0.001 in blue.
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(b) Projection onto (u,w) plane.
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(c) A schematic drawing of the singular

periodic orbit.

Figure 1. A numerical approximation of the periodic orbit close
to the singular orbit, the slow manifold in green.

u, v and one slow variable w. The parameter ✓ represents the wave speed and ✏ is
the small parameter, so 0 < ✏ ⌧ 1. To focus our attention, following [4, 6, 18] we set
the two remaining parameters to

a := 0.1, � := 0.2, (3)

throughout the rest of the paper.
Bounded solutions of (2) yielding di↵erent wave profiles have been studied by many

authors both rigorously and numerically, see [3,4,5,6,8,16,18,19,21,22,24,27,30,37]
and references given there. Periodic orbits leading to periodic wave trains exist
for an open range of ✓’s and were treated in [4, 8, 16, 19, 21, 27]; traveling pulses
generated by homoclinic orbits exist for two isolated values of ✓, their existence was
proved in [3, 4, 5, 21, 24]. Stability of waves was discussed in [4, 22, 27, 37]. Proofs of
existence use various methods, but most share the same perturbative theme1. We
outline it below, for the periodic orbit.

Consider the limit equation at ✏ = 0. There, the velocity of w is zero and
the phase space can be fibrated into a family of two-dimensional fast subsystems
parameterized by v. These subsystems serve as a good approximation to the system

1In [3,4] the authors use non-perturbative computer-assisted methods for a single value ✏ = 0.01
where the system becomes a regular, although sti↵ ODE. It is to be noted that in [4] authors prove
stability of the wave for this particular parameter.

More ODEs
fast-slow systems

EXISTENCE OF PERIODIC SOLUTIONS OF THE

FITZHUGH-NAGUMO EQUATIONS FOR AN EXPLICIT RANGE

OF THE SMALL PARAMETER⇤

ALEKSANDER CZECHOWSKI† AND PIOTR ZGLICZYŃSKI†

Abstract. The FitzHugh-Nagumo model describing propagation of nerve impulses in axon is
given by fast-slow reaction-di↵usion equations, with dependence on a parameter ✏ representing
the ratio of time scales. It is well known that for all su�ciently small ✏ > 0 the system possesses
a periodic traveling wave. With aid of computer-assisted rigorous computations, we prove the
existence of this periodic orbit in the traveling wave equation for an explicit range ✏ 2 (0, 0.0015].
Our approach is based on a novel method of combination of topological techniques of covering
relations and isolating segments, for which we provide a self-contained theory. We show that
the range of existence is wide enough, so the upper bound can be reached by standard validated
continuation procedures. In particular, for the range ✏ 2 [1.5⇥ 10�4

, 0.0015] we perform a rigorous
continuation based on covering relations and not specifically tailored to the fast-slow setting.
Moreover, we confirm that for ✏ = 0.0015 the classical interval Newton-Moore method applied to a
sequence of Poincaré maps already succeeds. Techniques described in this paper can be adapted to
other fast-slow systems of similar structure.

Key words. fast-slow system, periodic orbits, rigorous numerics, FitzHugh-Nagumo model,
isolating segments, covering relations

AMS subject classifications. 34C25, 34E13, 65G20

1. Introduction

1.1. The FitzHugh-Nagumo equations. The FitzHugh-Nagumo model with
di↵usion

@u

@⌧
=

1

�

@2u

@x2
+ u(u� a)(1� u)� w,

@w

@⌧
= ✏(u� w),

(1)

was introduced as a simplification of the Hodgkin-Huxley model for the nerve impulse
propagation in nerve axons [13,30]. The variable u represents the axon membrane
potential and w a slow negative feedback. Traveling wave solutions of (1) are of
particular interest as they resemble an actual motion of the nerve impulse [20]. By
plugging the traveling wave ansatz (u,w)(⌧, x) = (u,w)(x+ ✓⌧) = (u,w)(t), ✓ > 0
and rewriting the system as a set of first order equations we arrive at an ODE

u0 = v,

v0 = �(✓v � u(u� a)(1� u) + w),

w0 =
✏

✓
(u� w).

(2)

to which we will refer to as the FitzHugh-Nagumo system or the FitzHugh-Nagumo
equations. The FitzHugh-Nagumo system is a fast-slow system with two fast variables

⇤AC was supported by the Foundation for Polish Science under the MPD Programme “Geometry
and Topology in Physical Models”, co-financed by the EU European Regional Development Fund,
Operational Program Innovative Economy 2007-2013. PZ was supported by Polish National Science
Centre grant 2011/03B/ST1/04780.

†Institute of Computer Science and Computational Mathematics, Jagiellonian University,
 Lojasiewicza 6, 30-348 Kraków, Poland (czechows@ii.uj.edu.pl, zgliczyn@ii.uj.edu.pl).
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Czechowski-Zgliczynski  
Matsue

phase space methods

higher dimensional slow manifolds

✏ 2 (0, 1.5⇥ 10�4]
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a

Fig. 2.1. Schematic of the Parameterization Method: The figure illustrates the conjugacy
described by Equation (2.4). The bottom half of the figure represents the parameter space (domain
of the parameterization a) while the top half of the figure represents the phase space. The image of
a is the local stable manifold shown in blue. The dynamics are depicted by moving from the left to
the right side of the figure. The dynamics in the parameter space generated by exponentiating the
matrix of stable eigenvalues ⇤. The dynamics in phase space are generated by the flow � associated
with the vector field f . The diagram “commutes” in the sense that applying first the chart map a
and then nonlinear flow � is required to be the same as applying the linear dynamics e⇤ and then
the chart map a. The result is that the dynamics on the local stable manifold are described by the
stable linear dynamics.

Note that any function a(�) satisfying Equation (2.4) is one to one. To see this
observe that a is tangent to the slow stable eigenspace at the origin (i.e. Da(0) =
[⇠

1

| . . . |⇠
k

] = A

0

) and recall that A

0

is of full rank as its columns are linearly in-
dependent. By the implicit function theorem a is of rank k, and hence one-to-one,
in some neighborhood B

k

r

(0) ⇢ B

k

⌫

(0). Now suppose that �

1

, �

2

2 B

k

⌫

(0) and that
a(�

1

) = a(�
2

). Then for any t 2 R, �[a(�
1

), t] = �[a(�
2

), t] by the uniqueness of
the initial value problem. Choose T > 0 so large that e

⇤T

�

1

, e

⇤T

�

2

2 B

k

r

(0). By the
conjugacy relation we have that a

�
e

⇤t

�

1

�
= a

�
e

⇤t

�

2

�
, and since the arguments are

in B

k

r

(0), the local immersion gives that e

⇤T

�

1

= e

⇤T

�

2

. But e

⇤T is an isomorphism
and we have �

1

= �

2

.
The utility of Equation (2.4) is limited by the appearance of the flow � in the

equation. In practice the flow is only known implicitly, i.e., it is determined by
solving the di↵erential equation. The parameterization method of [4, 5, 6] is based
on the observation that there is a convenient infinitesimal version of Equation (2.4).
This observation is encapsulated in the following Lemma. The proof is elementary,
yet helps to motivate the definitions and discussion in the next section on invariant
vector bundles.

Lemma 2.1 (Parameterization Lemma). Let a : B

k

⌫

(0) ⇢ Rk ! Rn

be a smooth

function with

a(0) = p, and Da(0) = A

0

. (2.5)
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Connecting orbits
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Figure 1: At the bottom are graphs of B

1

(red) and B

2

(blue) representing
heteroclinic solutions of (2) that connect the hexagon state to the positive rolls
(on the left) and negative rolls (and the right). The parameter values are c̃ = 0,

µ̃ = 7+3

p
6

30

and �̃ = 1, corresponding to the assumptions in Theorem 1. At
the top are the corresponding stationary patterns of (1). We note that the two
phase transitions from rolls to hexagons have distinctive features. On the left,
the stripes (“positive” rolls) undergo pearling, which gradually leads to separa-
tion into spots (hexagons). On the right, the stripes (“negative” rolls) develop
transverse waves, which break up into a block structure that then transforms
into hexagonal spots.

space. The ball should be small enough for the esimates to be su�ciently strong
to prove contraction, but large enough to include both u

num

(the center of the
ball) and the genuine solution (the fixed point). Qualitatively, considering the
numerical approximations of solutions depicted as graphs in Figure 1, we can
choose the radius of the ball so small that the genuine solution is guaranteed
to lie within the thickness of the lines. A mathematically precise, quantitative
statement can be found in Section ??.

We can distinguish several components in the computer-assisted proof of
Theorem 1. Since we are looking for solutions of (2) on an unbounded domain,
we first reduce the problem to a finite domain by parametrizing the local stable
and unstable manifolds of the equilibria, see Section ??. This leaves us with a
boundary value problem, which we approach using a Chebyshev series expan-
sion, see Section 2.2. In particular, we construct a fixed point operator in a
Banach space of Chebyshev coe�cients that decay at exponential rate, see Sec-
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Figure 1: Left: co-existing hexagonal and trivial patterns in (2) for � = 1 and µ =

� 2
135 . Right: corresponding connecting orbit in (1) with u and v components

in red and blue, respectively.

of the present work. In recent years a number of authors have developed numerical
validation procedures which provide mathematically rigorous a posteriori error bounds
on approximations of invariant manifolds associated to various kinds of invariant sets.
We refer the interested reader to [9, 10, 22, 36, 35] for fuller discussion of methods
other than those presented here.

The outline of the paper is as follows. Section 2 is dedicated to the description of
the general setup of our approach. In Section 3 we give more details on how we derive
the zero finding problem. In Section 4 we transform it to an equivalent local fixed
point problem to be solved by a parametrized Newton-Kantorovich type argument.
In Section 5 we illustrate the performance of our method with the three examples
described above. The code implementing these examples can be found at the webpage
[1].

2. Setup

We consider the validated computation of a parametrization of the local stable manifold
of a hyperbolic fixed point p 2 Rn of a dynamical system induced by a nonlinear ODE

u0
= g(u) g : Rn ! Rn (3)

using the parametrization method developed in [5, 6, 7]. Local unstable manifolds can
be obtained by replacing g with �g. We assume that g is analytic, allowing us to
look for parametrizations in the analytic category. In particular we assume that g is
locally (near p) analytically extendable to the complex plane. As a consequence the
coefficients in the power series expansion of the parametrization decay geometrically,
at an a priori unknown rate. We come back to the role of this decay rate later, see in
particular Section 5.1.

5

parameter space to a nonlinear “normal form”, in such a way that the conjugacy is again
analytic. In this paper we consider two types of resonances in particular, namely the co-
dimension one resonances. The first type of resonance is a single “regular” resonance
˜k · � = �

ı̃

2 R for some 1  ı̃  d and ˜k 2 Nd with
P

d

i=1
˜k
i

� 2, and no other
resonances. The second type is a double real eigenvalue (˜k = e

i

for some i 6= ı̃) with
geometric multiplicity one, and no other resonances. These are the only co-dimension
one resonances, hence they are the types that are encountered generically in one-
parameter continuation. For this reason we restrict our attention to these resonance
types as our examples. We note that a completely analogous approach works for
resonances of higher co-dimension, but here omit the details.

In order to illustrate the application of our methods we discuss three example prob-
lems in detail. First we analyze the stable manifold of the origin in the well-known
Lorenz equations. We use this model system to scrutinize our method in the non-
resonant case and show how the structure of the vector field is directly reflected in the
bounds used for validation. Second we tune the parameter in the Lorenz system to
obtain double stable eigenvalues at the origin to showcase our method in this context.

In the final example the validated computation of stable and unstable manifolds is
used as ingredient for the rigorous computation of connecting orbits. In particular
we consider also the case of regular resonant eigenvalues. Specifically we compute
connecting orbits in the system

(

u00
= � 1

4�u�
p
2
4 v2 + 3

8u
3
+ 3uv2,

v00 = ��v �
p
2
2 uv + 9v3 + 3u2v,

(1)

which arises as amplitude equations for the pattern formation model

@
t

U = �(1 +�)

2U + µU � � |rU |2 � U3, (2)

as shown in [13]. Here U = U(t, x), t � 0 and x 2 R2. Equation (2) arises in the
study of the interplay between trivial, hexagonal and role patterns near the onset of
instability of the zero solution. The parameters �, µ and � are related via � =

µ

�

2 . See
[13, 33] for further details for the relation between (1) and (2).

Following the approach of [33] we prove the existence of a heteroclinic connection
between the hexagon and ground states. The proof is based on rigorous numerics
for a boundary value problem, where the validated manifolds are used to formulate
the boundary conditions. We settle a case left open in [33] due to the presence of
resonances in the stable eigenvalues at the origin. In Figure 1 we depict the verified
connecting orbit of (1) as well as the corresponding stationary transition layer between
hexagonal spots and the uniform state of (2).

Finally we remark that the references mentioned in this introductory discussion are
far from exhaustive, and a comprehensive overview of the literature is beyond the scope

4
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(a) (b)

Figure 3. (a) Stable and (b) unstable local manifolds of the periodic orbit for the Arneodo system. In this
figure the manifolds are computed using 20 Fourier and 10 Taylor modes.

case of the highest order expansions shown in these tables, the time devoted to evaluation of
the a posteriori error is virtually insignificant compared to the time needed to compute the
coefficients. This confirms that once the parameterization is computed to a certain order it is
not prohibitively expensive to compute optimal values for ν, r by “guess and check.”

3.2. The Arneodo system. Consider the Arneodo system (with β = 2 and α = 3.372)

(29)

⎧
⎨

⎩

ẋ = y,
ẏ = z,
ż = αx− x2 − βy − z.

It admits a periodic orbit Γ with period roughly τ = 4.5328. The complex matrix B in the
complex Floquet normal form (4) has the following eigenvalues:

µ1 = −1.0935 + 0.6931i, µ2 = 0.0935 + 0.6931i, µ3 = 0.

Since Re(µ1) < 0 and Re(µ2) > 0, dim(W s(Γ)) = dim(W u(Γ)) = 1. Two eigenvalues of B
are of the form µ = ν + iπ

τ ∈ C, as in the second case of Remark 2.3. Each Floquet exponent
corresponds to the Floquet multiplier φi = eµiτ , that is φ1 = −0.0070 and φ2 = −1.5275,
which are both real negative. Hence, the orientation of the eigenvector wi(θ) = Q(θ)wi is
flipped over [0, τ ] and the corresponding linear bundles are Möbius strips.

Remark 3.1. The local stable manifold illustrated in Figure 3(a) is the same manifold
discussed in [27]. The difference between the pictures is in the methods used in order to
approximate the invariant manifolds. Our Figure 3 is the image of a Fourier–Taylor polynomial
which approximately solves equation (11), while the images in [27] are obtained via an adaptive
continuation algorithm applied to points on the unstable linear bundle of the orbit.

Figure 4 illustrates a larger local stable manifold than the ones shown in either [27] or in
Figure 3(a). Again, Figure 4 was generated without numerical integration. We have simply
increased the number of Fourier and Taylor modes used in the approximation.

This remark should not be read as a critique of the methods of [27], which could of
course generate much larger pictures of the unstable manifold by increasing the length of the
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which are both real negative. Hence, the orientation of the eigenvector wi(θ) = Q(θ)wi is
flipped over [0, τ ] and the corresponding linear bundles are Möbius strips.

Remark 3.1. The local stable manifold illustrated in Figure 3(a) is the same manifold
discussed in [27]. The difference between the pictures is in the methods used in order to
approximate the invariant manifolds. Our Figure 3 is the image of a Fourier–Taylor polynomial
which approximately solves equation (11), while the images in [27] are obtained via an adaptive
continuation algorithm applied to points on the unstable linear bundle of the orbit.

Figure 4 illustrates a larger local stable manifold than the ones shown in either [27] or in
Figure 3(a). Again, Figure 4 was generated without numerical integration. We have simply
increased the number of Fourier and Taylor modes used in the approximation.

This remark should not be read as a critique of the methods of [27], which could of
course generate much larger pictures of the unstable manifold by increasing the length of the
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Figure 5. An orbit with K = 51 and N = 30 validated with an accuracy of r = 9.1×10−11. This connection
makes three excursions of about 8 iterates away and back to the fixed point before finally converging.

Figure 6. An orbit with K = 53 and N = 30 validated with an accuracy of r = 1.4×10−10. This connection
makes four short excursions away and back to the fixed point before finally converging.

respectively. The computations are similar to those discussed above and in particular result
in mathematically rigorous error bound between the numerical approximate solution and the
true solution. The reader interested in the details may run the associated computer programs.
We remark that all computations were performed on a Mac Pro desktop with a 3.7 GHz Quad-
Core Intel Xeon E5 processor and 64 GB 1866 MHz of RAM. Each of the connecting orbit

de la Llave-Mireles
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4. Analysis of the Kot–Schaffer model. The Kot–Schaffer mapping is a model for the
population dynamics of a spatially extended species. The version of the model considered
here assumes that the local population dynamics are governed by a logistic growth law but
that there is spatial dispersion from one season to the next. The spatial dispersion is modeled
by convolution of the population profile against a fixed dispersion kernel.

Heuristically speaking we refer to [0,π] as “an environment” populated by some species
and of u : [0,π] → R as the “present” or “current” population distribution or population profile
of that species throughout the enviornment. Then for x ∈ [0,π] a “site” in the environment,
u(x) is the population of the species at site x.

Consider the map F : L2(0,π) → L2(0,π) given by

(35) F[u](x) :=
1

π

∫ π

0
K(x− y)N [u](y) dy,

whereK ∈ L2(0,π) is referred to as the dispersion kernel and models how populations disperse
into neighboring sites, and N : L2(0,π) → L2(0,π) is a nonlinear function describing the
“uncoupled” population dynamics at x, i.e., the dynamics in the absence of dispersion. In
what follows we suppose local logistic dynamics given by

N [u](x) = µu(x)(1− c(x)u(x)),

where µ is the reproductive rate of the species and c(x) denotes the “carrying capacity” at
the site x. Then F(u) is the population profile “next season.” (Reference to the ecological
literature was made in section 1.)

We make additional regularity assumptions concerning K and c. Namely, we assume that
K and c are even, 2π periodic, and they can be extended analytically to some complex strip
containing the real axis. Such functions have convergent Fourier-cosine series, and we let
{bn}∞n=0 and {cn}∞n=0 denote the cosine coefficients of K(x) and c(x), respectively, so that

K(x) = b0 + 2
∞∑

n=1

bn cos(nx) and c(x) = c0 + 2
∞∑

n=1

cn cos(nx)

for all x on a complex strip containing the real axis. Note that we define the cosine series
with the factor of 2 in front of the sum so that we obtain a Banach algebra under discrete
convolution when we formalize the sequence space of Fourier-cosine sequences in section 4.1.

Remark 4.1. Since we choose an analytic convolution kernel we have that F(u) is analytic
as long as u ∈ L1(0,π). In other words, any function with a preimage under F is in fact
analytic. In particular if u is a point in an invariant set (such as a stable/unstable manifold
or a connecting orbit), then u is analytic. Then when we study invariant dynamics we restrict
the domain of F to a space of analytic functions.

Let {an}∞n=0 denote the Fourier-cosine coefficients of u, i.e., we suppose that

u(x) := a0 + 2
∞∑

n=1

an cos(nx).

Kot-Schaffer

Arneodo
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Figure 4. Numerically computed phase diagram. (Bottom) Complete diagram. (Top) Detail for γ close to
2. Blue crosses: Lamellae. Red circles: Hexagonally packed spots. Black diamonds: disorder. The red dashed-
dotted lines mark the linear stability boundary of spots, the blue dashed-dotted line marks the linear stability
boundary of lamellae, the black dashed-dotted line marks the linear stability boundary of the disordered sate,
and the solid black lines mark the global stability regions of lamellae and spots, respectively.

spot/homogeneous transition. That is, for increasing γ there is an ever wider region where
spots are globally stable but the homogeneous state is linearly stable.

Continuation in m of spots and stripes was also performed for γ = 2.001, 2.01, 2.1,
2.25, 2.5, 3, 3.5, 5, 10, and 20. Comparing the energies of the different phases allows us to
identify the global minimizer directly. Figure 5 shows that the agreement with the PDE-
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Figure 1. Typical long-time solutions to (1.2) with γ = 10. Left: Lamellae, m = 0. This is a global
minimizing state. Center: Hexagonally packed spots, m = .3. This is a global minimizing state. Right: A
mixed state, m = .4. This is a typical metastable solution. All figures were computed on a domain of size
4π × 4π. Here and in the following figures, u = 1 is represented in black and u = −1 in white.

intrinsic scale which depends entirely on γ. Throughout this article we always choose the
physical domain Ω to be of size2 much larger than this intrinsic scale (cf. Figure 1).

A tool for our computations is the H−1 gradient flow (cf. [10]) for ū := u−m which takes
the form

(1.2)
∂ū

∂t
= − 1

γ2
△2 ū + △

(
ū3 + 3mū2 − (1− 3m2)ū

)
− ū,

with periodic boundary conditions. It is important to note here that we compute the gra-
dient with respect to H−1, a nonlocal metric. Hence the presence of the nonlocal term in
the functional (1.1) simply gives rise to a local perturbation3 of the standard Cahn–Hilliard
equation. However, it significantly changes its behavior, making it in some ways a hybrid of
the Swift–Hohenberg equation [40, 13] and the standard Cahn–Hilliard equation.

Whilst the functional (1.1) is mathematically interesting on its own, we were drawn to
it because of its connection with self-assembly of diblock copolymers: the functional is a
rescaled version of a functional introduced by Ohta and Kawasaki (see [29, 28, 2]). Melts of
diblock copolymer display a rich class of self-assembly nanostructures from lamellae, spheres,
and cylindrical tubes to double gyroids and other more complex structures (see, for exam-
ple, [3, 17]). Moreover, the usefulness of block copolymer melts is exactly this remarkable
ability for self-assembly into particular geometries. For example, this property can be ex-
ploited to create materials with designer mechanical, optical, and magnetic properties [3].
Therefore from a theoretical point of view, one of the main challenges is to predict the phase
geometry/morphology for a given set of material parameters, that is, the creation of a phase
diagram. As was explained in [10], the parameter γ plays the role of the product χN , where χ
denotes the Flory–Huggins interaction parameter and N denotes the index of polymerization
(cf. [16]).

The state of the art for predicting the phase diagram (in χN vs. m space) is via the
self-consistent mean field theory (SCFT) [23, 16]. While the simple functional (1.1) can be
connected with the SCFT via approximations (cf. [11]) with increasing validity close to the

2Since we do work on a finite domain (albeit sufficiently large), the choice of the exact domain size can still
have an effect on the minimizing geometry; see section 4.4.

3Note that the gradient of the nonlocal term with respect to L2 would be (−△)−1(ū), and working in H−1

has the effect of introducing an additional (−△).
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(cf. [16]).

The state of the art for predicting the phase diagram (in χN vs. m space) is via the
self-consistent mean field theory (SCFT) [23, 16]. While the simple functional (1.1) can be
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Abstract

In this paper, we prove existence of symmetric homoclinic orbits for the suspension bridge equation

u0000

+ �u00

+ eu � 1 = 0 for all parameter values � 2 [0.5, 1.9]. For each �, a parameterization of the

stable manifold is computed and the symmetric homoclinic orbits are obtained by solving a projected

boundary value problem using Chebyshev series. The proof is computer-assisted and combines the

uniform contraction theorem and the radii polynomial approach, which provides an e�cient means

of determining a set, centered at a numerical approximation of a solution, on which a Newton-like

operator is a contraction.

Key words. Suspension bridge equation, travelling waves, contraction mapping, rigorous numerics, symmetric

homoclinic orbits, stable manifolds

1 Introduction

One of the simplest models [15, 12] for a suspension bridge is the partial di↵erential equation (PDE)

@2U

@T 2

= � @4U

@X4

� eU + 1. (1.1)

Here U(T,X) describes the deflection of the roadway from the rest state U = 0 as a function of time T and
the spatial variable X (in the direction of tra�c). This paper is concerned with traveling wave solutions
of (1.1), i.e., solutions U(T,X) = u(X � cT ) describing a disturbance with profile u propagating at
velocity c along the surface of the bridge. In particular, we apply a computer-assisted proof method to
show that there is a large range of velocities for which such a solitary wave exists.

Looking for traveling waves of (1.1) with wave speed c leads to the ordinary di↵erential equation

u0000 + c2u00 + eu � 1 = 0. (1.2)

For large positive and negative values of the independent variable t = X � cT we assume the solution
to converge to the equilibrium u = 0. Due to the reversibility symmetry of the PDE in both time and
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cachan.fr
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Figure 5: The solution profiles of v(1)(t) for � = 0.5 (top), � = 1.2 (middle) and � = 1.9 (bottom). The
parts in red correspond to the part of the solution which was obtained using Chebyshev series, while the
parts in black correspond to the part of the solution lying in the local stable manifold computed using
Taylor series.
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Figure 6: Equilibrium solutions u0 (in blue) of the diblock copolymer equation for �0 = 6,
together with their associated kernel functions (in red). On left �0 ⇡ 681.4, on right
�0 ⇡ 1343.3. These two distinct stationary solutions are both saddle-node bifurcation
points. The equilibrium on the left (respectively right) is rigorously proved in Theorem 3.8
(respectively Theorem 3.9).

The branch of saddle-node bifurcations proven in Theorem 3.10 is portrayed in red in
Figure 7.

Theorem 3.11. There is a branch of saddle-node bifurcations parameterized by the param-
eter � 2 [4.8634, 9.4444]. The global branch contains the point of Theorem 3.8 and is a
C1 function of the parameter �. The continuous range of parameter � of the saddle-node
bifurcations over the branch contains the interval � 2 [259.18, 2264.67].

The branch of saddle-node bifurcations proven in Theorem 3.11 is portrayed in green in
Figure 7.

Theorem 3.12. There is a branch of saddle-node bifurcations parameterized by the param-
eter � 2 [5.2595, 9.5322]. The global branch contains the point of Theorem 3.9 and is a
C1 function of the parameter �. The continuous range of parameter � of the saddle-node
bifurcations over the branch contains the interval � 2 [508.539, 2360.55].

The branch of saddle-node bifurcations proven in Theorem 3.12 is portrayed in blue in
Figure 7.

3.5.2 Pitchfork Bifurcation Points

We begin by presenting three theorems of existence of pitchfork bifurcations at the fixed
parameter value � = 6, which we proved using the radii polynomial (70) together with
Theorem 3.5.

Theorem 3.13. At �0 = 6, the nonlinear diblock-copolymer equation (1) undergoes a
pitchfork bifurcation at a point (�̃0, ũ0), breaking the symmetry S1 defined in (67), where
�̃0 2 �̄0 ± r[�1, 1] with �̄0 = 142.0626439889047 and r = 2.37 ⇥ 10�11. The point ũ0 is
given by the expansion ũ0(y) = 2

P
j�1 ã2j�1 cos((2j � 1)⇡y) with kã � āk1,⌫

 r, where the

Fourier coe�cients of ā are given in Table 11. Moreover, kũ0 � ū0k
C

0  2.37⇥10�11, where
ū0(y) = 2

P
j�1 ā2j�1 cos((2j � 1)⇡y).
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Delay equations

• unstable manifold
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Note that the explicit form of q

�

could also be worked out by considering more carefully
the Faa Di Bruno Formula. However, this formula involves complicated combinatorial sums
and in practice better results are obtained by applying the power matching scheme from
scratch in applications. We illustrate this approach in several example problems below. In
this case knowing in advance the form of r

�

provides a useful check on our calculations.

4.1.1 Example: one dimensional unstable manifold in the cubic Ikeda equation

In numerical experiments the cubic Ikeda equation:

u

0(t) = u(t � ⌧) � u(t � ⌧)3, (31)

with 1.538  ⌧  1.723 is a DDE that is known to exhibit chaotic behavior. In the discussion
to follow we focus on ⌧ = 1.59. See for example the discussion in [67]. Rewriting Equation
(31) as an ODE on the Banach Space X
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One checks that Equation (32) has 3 equilibria, namely u = 0 and u = ±1. Writing
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From lemma 2.9 it follows that all eigenvalues around u = 0 must satisfy
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Substituting this into Equation (27) we find
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state dependent delay

• periodic orbits

• structure of global attractor
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y0(t) = �↵y(t� [1 + ✏y(t)]){1 + y(t)}

y0(t) = �↵y(t� 1){1 + y(t)}
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• time-periodic solutions
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• finite element methods
general connecting orbits in PDEs
wave equations

PDEs
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• IVP/BVP
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Ohta-Kawasaki

• connecting orbits

Figure 2: Heuristic explanation for the numerical observation that most solutions of the diblock
copolymer model which start close to the homogeneous state will converge to the local energy mini-
mizer, rather than the global energy minimum. From top left to bottom the images provide simplified
schematics for part of the attractor, for increasing values of the bifurcation parameter ⁄ = 1/‘2. While
in the top left image only the global minimizers exist (black dots), one first encounters a tangency
change of solutions close to the homogeneous state (blue dot), before at last the new stable equilibria
bifurcate.

energy minimizers or are trapped earlier. A systematic numerical study of this long-term behavior
was performed in [24]. In this paper, a large number of Monte-Carlo type simulations were used to
create a subdivision of the positive ⁄-‡-quadrant in terms of the periodicity of the observed long-term
limit of most solutions starting near the homogeneous state. These simulations led to two significant
observations:

• First of all, the periodicity of the long-term limit, i.e., of the trapping local energy minimizer,
changes abruptly across well-delineated curves in the positive ⁄-‡-quadrant. Furthermore, the
observed periodicity of this limit is considerably higher than the actual periodicity of the global
energy minimizers. An asymptotic formula for the latter period had been derived in [40].

• In addition, the delineating curves at which the observed periodicity of the long-term limit
changes can be related to the location curves of particular secondary bifurcations from a nontriv-
ial solution branch in the equilibrium diagram. These secondary bifurcation points are pitchfork
bifurcations which create new stable equilibria. In the upper right and lower left diagrams of
Figure 1 these bifurcation points can be found on the red branch which originates at the trivial
solution. For ‡ = 3 this occurs at ⁄ ¥ 67.1, and for ‡ = 6 we have ⁄ ¥ 53.6. In other words, the
two points (⁄, ‡) = (67.1, 3) and (⁄, ‡) = (53.6, 6) lie on one of these sharp delineating curves in
the positive ⁄-‡-quadrant.

But why would a local pitchfork bifurcation which happens far away from the trivial solution have
an immediate e�ect on the long-term limits of solutions of (2) starting close to this homogeneous

5

(Arioli-Koch)
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• short connections for periodic solutions
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• symbolic dynamics in PDE
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• general Conley index techniques
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Stability (PDEs)

stability in non-variational PDEs

• Lagrangian coherent structures  
& finite time Lyapunov exponents
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• variational problems (gradient systems) 
including strongly indefinite 

• Evans function techniques

• instability of periodic orbits
• stability of periodic orbit Arioli-Koch
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More dimensions

Breden-Lessard-van Veen-JB

Navier-Stokes

2D space x 1D time

3D space
Williams-JB
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