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regime in Australia and Mexico than in Africa, which is the
opposite pattern to temperature seasonality; finally the slope,
which must be less than 2%.

The AUC (Fielding & Bell, 1997; Guisan & Zimmermann,
2000) reached a score of 0.96 (95% CI, 

 

±

 

0.01). This index is com-
puted as the probability for randomly selected presence points to
obtain a higher predicted score than a random selection of
absence points (Elith 

 

et al

 

., 2006; Phillips 

 

et al

 

., 2006). This result
therefore indicated a strong predictive power of the potential
distribution model. Visual examination of images from the area
encompassing 75% of the probability distribution function around
the ecological optimum (i.e. all values on the map superior to
0.25) confirmed the pertinence of these predictions by revealing
extensive, yet previously unreported, areas featuring PVPs. These

areas include the Sonoran Desert down to the Baja California
Peninsula (Figs 1e, 2d), the Argentinean arid Chaco (Fig. 2a), the
fringes of the Kalahari Desert, some areas in East Africa (Figs 1d,
2b) and the Australian Gibson Desert (Fig. 2c) (see Appendix S1
in Supplementary Material for a complete global map). Small
isolated areas of PVPs were also noticed on images from mediter-
ranean North Africa (33
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47

 

′

 

 N, 2

 

°

 

35

 

′

 

 W) and from the Thar
Desert of India (27

 

°

 

23

 

′

 

 N, 70

 

°

 

44

 

′

 

 E), thereby closing the bound-
ary between the extremely arid Saharo-Sindian Desert and the
surrounding semi-arid regions.

Some types of patterns, though predicted by self-organization
models, had not or had only rarely been observed in the field.
Labyrinthine patterns, previously described from the African
Sahel (Tongway 

 

et al

 

., 2001), were also found to occur in

Figure 2 Predicted and real distribution map of periodic vegetation patterns with enlarged subsets. Orange levels correspond to envelopes of 
the cumulative probability distribution around the ecological optima. For instance, the 5% envelope delineates the area including 95% of the 
distribution. Blue areas represent periodic vegetation patterns localized using the available literature and used for constructing and testing 
the map. Areas with periodic vegetation discovered using map predictions are shown in green. See Appendix S1 for the complete global map.
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ABSTRACT

 

Aim

 

Vegetation exhibiting landscape-scale regular spatial patterns has been
reported for arid and semi-arid areas world-wide. Recent theories state that such
structures are bound to low-productivity environments and result from a self-
organization process. Our objective was to test this relationship between periodic
pattern occurrence and environmental factors at a global scale and to parametrize a
predictive distribution model.

 

Location

 

Arid and semi-arid areas world-wide.

 

Methods

 

We trained an empirical predictive model (Maxent) for the occurrence
of periodic vegetation patterns, based on environmental predictors and known
occurrences verified on Landsat satellite images.

 

Results

 

This model allowed us to discover previously unreported pattern locations,
and to report the first ever examples of spotted patterns in natural systems. Relation-
ships to the main environmental drivers are discussed.

 

Main conclusions

 

These results confirm that periodic patterned vegetations are
ubiquitous at the interface between arid and semi-arid regions. Self-organized
patterning appears therefore to be a biome-scale response to environmental conditions,
including soil and topography. The set of correlations between vegetation patterns
and their environmental conditions presented in this study will need to be reproduced
in future modelling attempts.
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INTRODUCTION

 

Competition for resources is obvious in (semi-)arid regions and
is reflected by the low overall vegetation biomass. However, plant
cover is usually not homogenously sparse, and dense vegetated
patches are often dispersed within areas of lower (Dunkerley,
2002) or null productivity (e.g. Mabbutt & Fanning, 1987;
Cornet

 

 et al

 

., 1988; Valentin & D’herbes, 1999), suggesting the
involvement of other kinds of inter-plant interactions and/or
redistribution mechanisms. In fact, limiting resources and
important biogeochemical processes have been found to be
concentrated within these dense patches, for which the term
‘islands of fertility’ has been coined (Schlesinger

 

 et al

 

., 1990; Ludwig

 

et al

 

., 2005). In a number of cases, patchy arid vegetation can
display landscape-scale patterns that are strikingly regular in
space and easy to recognize on aerial views. These spatially

periodic vegetation patterns (PVP) have been reported as being
formed of gaps, labyrinths or stripes (Fig. 1) at scales ranging
from tens to hundreds of metres, therefore exceeding by more
than one order of magnitude the size of individual plants. The
observed heterogeneities of surface and soil properties, such as
soil crusting, structure, texture, organic matter content, salt
concentration or even a consistent microtopography, can be
explained directly by feedbacks induced by the vegetation itself
(Valentin

 

 et al

 

., 1999; Saco 

 

et al

 

., 2007).
Most field studies have focused on the case of stripes on gently

sloped terrains (but see Barbier 

 

et al

 

., 2008), which are sometimes
referred to as ‘tiger bush’, and have been interpreted as natural,
runoff-based, water harvesting systems (Tongway

 

 et al

 

., 2001).
Beyond stripes, progress towards a unified understanding of this
patterning phenomenon has been achieved recently within the
framework of self-organization theory (Nicolis & Prigogine,
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VEGETATION PATTERNS IN THE SEMI- 

DESERT PLAINS OF BRITISH SOMALILAND 

W. A. MACFADYEN * 

During 
A geological and water supply investigation carried out in 

1947-48, I had occasion to study a large number of air photographs of 
two areas of semi-desert, the Haud, and the Sawl Haud 2 plains of British 
Somaliland. Many show ground devoid of appreciable interest, scanty or 
thick bush growing haphazard and without apparent design, though roads 
and tracks occasionally show lines of denser vegetation, due no doubt to the 
delayed run-off in ruts. Other photographs show remarkable rhythmic 
patterns; "vegetation arcs" as I have called them, at first sight reminiscent 
of the ripple marks produced by blown sand, but on a large scale; and more 
rarely "water lanes," one striking multiple example of which resembles a 
gigantic ploughed field. In some places the patterns are simple, but else- 
where interference effects of the two patterns are to be seen. 

Detailed investigation, both of the photographs and in the field, showed 
that the patterns are not in fact made by sand but by the rhythmical arrange- 
ment of concentrations of vegetation?trees, shrubs, herbs and thick grass? 
which photograph black against the light background of bare desert surface, 
usually of red sandy soil, silty sand, fine gravel or dried mud. A third type 
of pattern, "termitaria peppering," of lesser interest and quite different 
origin, was found to be due to the abundant growth of termite mounds, 
which show over limestone outcrops on the photographs. This pattern 
again is made visible by conditioned growth of the vegetation. 

The study of the first two patterns, of which I have been able to find no 
previous recognition, is not conveniently to be pigeon-holed under any one 
accepted branch of knowledge, and the phenomena are thus awkward to 
classify. They are manifestly within the province of botany and ecology; the 
essential background concerns geomorphology and meteorology; the causes, 
as I believe, must be investigated by physics and mathematics; and the whole 
matter must be studied on air photographs, since on the ground it proved 
difficult to recognize the patterns at all. While the superficial deposits are of 
importance, the underlying solid geology seems to have no particular signifi? 
cance except in its influence in moulding the pre-requisite geomorphology. 
The synthesis of these factors is perhaps a problem for geographers. 

The subject proved to be of more than academic interest when it was found 
that the vegetation arcs were of considerable help in the water supply investi? 
gation. They indicate precisely the direction of the very low slopes; and 

1 Dr. Macfadyen, who was recently engaged in water supply investigations for the 
government of British Somaliland, is now geologist to The Nature Conservancy. 2 These two names may cause some confusion; their respective locations are shown 
on the accompanyingmap. The spelling of the place-names in this paper is in accord- 
ance with the R.G.S.II system; Sawl is spelt Sorl on many British maps, and Sol on 
Italian maps. 

This content downloaded from 129.105.215.146 on Sun, 21 Dec 2014 14:13:07 PM
All use subject to JSTOR Terms and Conditions



???$&' '** 

* 

1 - A 

-'^XJ:^C 

"?? *v 

Vegetation patterns in Somaliland {see pp. 210-11) 

This content downloaded from 129.105.215.146 on Sun, 21 Dec 2014 14:13:07 PM
All use subject to JSTOR Terms and Conditions

British Somaliland, circa 1950

1km

Ethiopia, circa 2015

Slide from Karna Gowda, a modern day explorer



“Wetlands”
(Pattern Formation in Fluids)

“Drylands”
(Pattern Formation in the Environment) 

Equations Navier-Stokes+BCs models exist, but not validated due to lack 
of experiments

Parameters often excellent specs
Some inferred at order of magnitude level; 
some constrained to match phenomena; 

some models have a lot

Time-scales seconds - “PhD-scale” decades-centuries

Spatial-
scales cm scale - “table-top” 10m-“landscape scale”

Symmetries excellent approximation in 
controlled experiments opportunity presented by heterogeneities?

Mechanisms
well developed and validated 

understanding of pattern 
formation mechanisms

generic mechanisms invoked



Experiments were performed at 
frequencies between 20 – 150 Hz. 
1-cm-thick, black-anodized 
aluminum plate of 14.4 cm 
diameter supported fluid,  
machined to 10 ︎micron flatness. 

Silicone oil density of 0.95 g/cm, 
surface tension of 21.5 dyne/cm. 
Newtonian fluid viscosity range of 
1 – 100 cS, highly temperature 
dependent. 
Stable fluid temperature of 
30︎0.05°C was used.

Resultant viscosity variations less 
than 0.04 cS. 

“Wetlands”  (Pattern Formation in Fluids)
example of pattern formation via spontaneous symmetry-breaking instability

Arbell & Fineberg 2002



“Wetlands”
(Pattern Formation in Fluids)

“Drylands”
(Pattern Formation in the Environment) 

Equations Navier-Stokes+BCs models exist, but not validated due to lack 
of experiments

Parameters often excellent specs
Some inferred at order of magnitude level; 
some constrained to match phenomena; 

some models have a lot

Time-scales seconds - “PhD-scale” decades-centuries

Spatial-
scales cm scale - “table-top” 10m-“landscape scale”

Symmetries excellent approximation in 
controlled experiments opportunity presented by heterogeneities?

Mechanisms
well developed and validated 

understanding of pattern 
formation mechanisms

generic mechanisms invoked



• Patterns are so Earthy and beautiful.   
• Challenging applied direction for a “mature field” of 

pattern formation.            
• Occur in ecosystems vulnerable to desertification, meant 

to feed a third of the world population!  Is there useful 
information in the patterns? Any “early warning signs”?

Why study dryland patterns?



Early Warning Signs Proposals 
(some examples)

Changes in pattern morphology (on flat terrain) 

Band wavelength coarsening (on sloped terrain)
(e.g. Doelman et al.; Sherrat et al.) 

Disturbance recovery via front propagation 
(e.g. Meron et al.) 

Changes in patch size distribution  
(e.g. Kefi et al.) 



Early Warning Signs Proposals 
(some examples)

Changes in pattern morphology (on flat terrain) 
I. Vegetation Patterns in Mathematical Models

Band wavelength coarsening (on sloped terrain)
II. Vegetation Patterns in the Horn of Africa



hysteresis between states of spots and stripes
comes from such a system as well (34, 35).

Most theoretical approaches to self-
organized patchiness in ecosystems are
based on the same framework of models as
are used to explain pattern formation in
chemical systems and biological pattern for-
mation on sea shells (32) and animal coats
(36). Here, we concentrated on the overlap
between ecosystems exhibiting both self-
organized patchiness and catastrophic shifts
due to global bistability. The resource concen-
tration mechanism invoked
by ecosystem engineers
provides a general expla-
nation, because ecosystem
engineers at low densities
may be unable to harvest
resources from the sur-
roundings. We suggest that
all ecosystems with self-
organized patchiness re-
sulting from a resource
concentration mechanism
will also exhibit cata-
strophic shifts.

Challenges Ahead
Linking self-organized
patchiness with cata-
strophic shifts by the
resource concentration
mechanism may help to
bridge the present gaps
among theory, observation,
and management (2). The
link may be crucial to a
predictive theory of cata-
strophic shifts from which
early-warning systems can
be developed on the basis
of spatial explicit time-
series data. This is because
predictable forms of self-
organized patchiness may
indicate imminent cat-
astrophic shifts if resource input decreases
in time (Fig. 3). For instance, the spotted state
may develop only when resource input is de-
creased, not when it is increased. This means
that a snapshot in time of a spotted state would
already indicate imminent catastrophic shift.

Human management strategies could be
directed toward preserving and restoring
self-organized patchiness and its natural
resource concentration function (12, 37).
Vegetation structures in resource-poor agro-
ecosystems, such as the African Sahel, may
lose this function because of overgrazing by
cattle, leading to catastrophic shifts to a

desertified ecosystem state. Adequate graz-
ing management of rangelands and patchy
crop production to conserve resources in
marginally arable lands may help to optimize
productivity, thereby preventing such cata-
strophic shifts.

Although this is a promising perspective,
we are far from quantitative predictions. For
that, we need to move away from models that
ignore space and therefore generate only
qualitative predictions. A key question con-
cerns how local geological and soil differ-

ences, seasonality in rainfall, and random
processes affect self-organized patchiness
and ecosystem resistance against catastroph-
ic shifts. Furthermore, the fact that self-
organized patchiness and catastrophic shifts
may occur at different spatial and temporal
scales (11, 12) provides new perspectives for
fine-scale and relatively short-term experiments
to predict large-scale self-organized patchi-
ness and catastrophic shifts in ecosystems.
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from
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self-organized
patchy state

Region of
global bistability

Fig. 3. Model showing how ecosystems may undergo a predictable sequence of
emerging self-organized patchiness as resource input decreases or increases (11, 12, 14,
25). Thick solid lines represent mean equilibrium densities of consumers functioning as
ecosystem engineers. Dotted arrows represent catastrophic shifts between self-
organized patchy and homogeneous states, and vice versa. Dark colors in the insets
represent high density. The range of resource input for which global bistability and
hysteresis exists is between these dotted arrows. Solid arrows represent development
of the system toward the coexisting self-organized patchy state or homogeneous state,
depending on initial ecosystem engineer densities.
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Self-Organized Patchiness and Catastrophic
Shifts in Ecosystems

Max Rietkerk,1* Stefan C. Dekker,1 Peter C. de Ruiter,1 Johan van de Koppel2

Unexpected sudden catastrophic shifts may occur in ecosystems, with concomitant
losses or gains of ecological and economic resources. Such shifts have been theoretically
attributed to positive feedback and bistability of ecosystem states. However,
verifications and predictive power with respect to catastrophic responses to a changing
environment are lacking for spatially extensive ecosystems. This situation impedes
management and recovery strategies for such ecosystems. Here, we review recent
studies on various ecosystems that link self-organized patchiness to catastrophic shifts
between ecosystem states.

E cosystems are exposed to changes in
climate, nutrient loading, or biotic
exploitation. How ecosystems undergo

such environmental changes on different
scales of space and time is one of the main
frontiers in ecology. Although environmental
change can be slow and gradual, it may lead
to sudden catastrophic change in the struc-
ture and functioning of ecosystems (1). Such
catastrophes are commonly attributed to the
existence of two alternative stable states in
ecosystems (2), meaning that the dynamics
of these systems are determined by two
attracting states. Here, we define this as
bistability.

Positive feedback control between con-
sumers (e.g., plants) and limiting resources
(e.g., water, nutrients) is considered to be the
principle underlying catastrophic ecosystem
shifts (1–3). This picture emerged from
models that ignore spatial interactions.
Hence, these so-called mean field models
predict bistability in ecosystems as a conse-
quence of positive feedback. We interpret
this as local bistability. Such mean field
analysis is particularly helpful for under-
standing catastrophic shifts in homogeneous
or well-mixed ecosystems. The sudden loss
of transparency in shallow lakes provides an
illustrative example (4, 5). However, verifi-
cations and predictive power of catastrophic
shifts are lacking for spatially extensive,
heterogeneous ecosystems. As a result,
sustainable management and recovery strat-
egies for such ecosystems have been difficult
to devise; they require an understanding of
the relation between feedback and spatial
scale.

We review recent ecosystem studies that
include feedback control and spatial scale
(Table 1 and Fig. 1). These studies link feed-
back control to self-organized patchiness of
consumers and resources, and they show that a
resource concentration mechanism invoked by
consumers explains the diversity of spatial
structures in these ecosystems. Such consum-
ers have previously been called Becosystem
engineers[ (6). Spatial self-organization is
not imposed on any system but emerges from
fine-scale interactions owing to internal
causes (7). Moreover, model outcomes show
that ecosystems where this resource concen-
tration mechanism operates exhibit bistability
between a specific spatially structured and
homogeneous ecosystem state. We define the
bistability at large spatial scales predicted by
these spatially explicit models as global
bistability.

Similar to the mean field models, global
bistability in spatially explicit models is asso-
ciated with catastrophic shifts at large spatial
scales between coexisting stable states.
Hence, these results stress the importance of
self-organized patchiness for a better under-
standing of catastrophic shifts. Increased re-
source scarcity leads to spatial reorganization
of consumers and resources in these model
ecosystems, and an ecosystem state develops
with localized structures observed in reality.
Once resource scarcity reaches a threshold,
the system shifts toward a homogeneous state
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Table 1. Overview of references describing self-organized patchiness in some major ecosystems and the mechanisms involved.

Ecosystem References Pattern characteristics (scale) Mechanisms involved

Arid (8, 11) Spots, labyrinths, gaps (1 m) and stripes (10 m)
(Fig. 1C)

Redistribution of soil water due to positive feedback
among plant biomass, extent of root system, and
water uptake

(9, 14) Periodic spots and bands (10 to 100 m) Short-range facilitation and long-range competition
for limiting water

(12) Spots, labyrinths, gaps, and stripes (10 to 100 m)
(Fig. 1, A and B)

Redistribution of surface water due to positive
feedback between plant cover and water infiltration

(13) Disordered spots and clustered spots on hillslope
contours (10 to 100 m)

Competition for limiting water

Savanna (15) Isolated spots of trees and shrubs in grass matrix
(10 to 100 m) (Fig. 1, D and E)

Short-range facilitation and long-range competition
for limiting nutrients

Peatland (24) String patterns (10 m) Ponding of surface water upstream from hummocks
combined with positive feedback between hum-
mock occurrence and water table depth

(25) Maze and string patterns perpendicular to flow
direction (10 m) (Fig. 1, F and G)

Convective transport of limited nutrients in the
groundwater toward areas with higher plant
biomass, driven by differences in transpiration rate
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1956, Sileshi et al. 2010) or soil and litter redistribution
(Bryan and Brun 1999, Eddy et al. 1999) since the latter
hypotheses do not predict the complete range of observed
morphologies nor their sequence along environmental
gradients (see discussion in Deblauwe 2010).

Despite a fair amount of variation in the hypothesized
ecological mechanisms and hence in mathematical formula-
tions, most of the self-organization models converge on
several fundamental predictions:

P1. All of the regular patterning morphologies reported
from semi-arid areas can be produced on the basis of a
very parsimonious set of feedback mechanisms, in the
form of short range activation and longer range inhibition
modulating the local dynamics of water and vegetation
(Rietkerk and van de Koppel 2008, Borgogno et al. 2009).

P2a. Under homogeneous and isotropic conditions (i.e.
on non-sloping terrain and in the absence of an influential
dominant wind), stress (i.e. decreased productivity and/or
increased mortality) induced by increasing levels of aridity,
grazing or wood cutting provokes a predictable succession of
pattern morphologies. Round gaps arranged in a hexagonal
lattice (0-hexagons) first appear in the uniform vegetation
cover and then elongate and coalesce to form a labyrinthine
structure. As the aridity further increases, round spots
arranged in a hexagonal lattice (p-hexagons) are the only
remnant of the vegetation within a bare soil matrix,
preceding a final transition to bare soil (desert) (Lejeune
and Tlidi 1999, Couteron and Lejeune 2001, Rietkerk et al.
2002, Meron et al. 2004, D’Odorico et al. 2006, Guttal and
Jayaprakash 2007, Lefever et al. 2009). A sketch of model
predictions regarding aridity driven pattern modulation is
exemplified along the x axis of Fig. 1.

P2b. Lower rainfall (increased aridity) conditions
patterns with larger wavelengths (Lefever and Lejeune
1997, Lejeune et al. 2004, Sherratt and Lord 2007).

P3a. In the presence of a sufficient anisotropic environ-
mental influence, e.g. due to ground slope or dominant
winds, all the above morphologies are forced into parallel
bands elongated in a direction perpendicular to the environ-
mental anisotropy, forming the so-called tiger bush (Lefever
and Lejeune 1997, Lefever et al. 2000, von Hardenberg et al.
2001, Rietkerk et al. 2002). A sketch of simulation results
illustrating slope driven pattern selection is exemplified along
the y axis of Fig. 1.

P3b. As slope steepens, run-off intensifies and the
competition range increases in the upslope direction,
inducing an increase in the wavelength of banded patterns
(Sherratt 2005).

P3c. Bands are predicted to migrate in the upslope
direction (Lefever and Lejeune 1997, Sherratt and Lord
2007).

P4. Several self-organization modeling approaches have
also pointed to the possibility of hysteresis loops and critical
points in the aridity driven succession of vegetation states.
Transitions between desert and spotted patterns (Lejeune
et al. 2002), between uniform cover and gapped patterns, and
among the different pattern morphologies and wavelength
may not occur at the same critical aridity levels during drying
and wetting phases therefore being dependent on initial
conditions (Lejeune et al. 2004, Meron et al. 2004, Sherratt
and Lord 2007). In other words, multiple stable vegetation
states may coexist within some range(s) on the aridity scale.

Since spotted patterns and desert may represent alternative
stable states, several authors have proposed that periodic
vegetation may serve as warning signals of imminent and
rapid ecosystem collapse or ‘catastrophic shift’ (Kefi et al.
2007a, Rietkerk et al. 2004).

Regarding P1, we have previously shown (Barbier et al.
2006, 2008) the existence of local scale facilitation and
competition mechanisms as well as the absence of a pre-
existing blueprint in the substratum in a gapped vegetation
pattern, a strong argument in favor of the endogenous nature
of the periodic patterning. These field measurements, when
used to calibrate an enhanced variant of the self-organization
model of Lefever and Lejeune (Lefever and Lejeune 1997),
allowed for the simulation of patterns with a similar scale
and morphology (i.e. ‘deep’ gaps) as the natural patterns
for which measurements were made (Lefever et al. 2009).
Moreover, even though such an explicit linkage between
processes measured in the field and the properties of the
emerging pattern via a mathematical model has rarely been
done, a large body of literature corroborates the existence
of local positive and negative feedbacks in arid lands
(Schlesinger et al. 1990, Callaway 1995).

Addressing pattern dynamics (predictions P2!P4) in
these ecosystems requires using a landscape-to-regional scale
approach because the pattern wavelength ranges between
tens and hundreds of meters. In fact, the widespread
distribution of periodic vegetation patterns only became
conspicuous with the advent of the aerial photography in the
1950s (MacFadyen 1950, Clos-Arceduc 1956). Similarly,
their slow temporal dynamics are impossible to assess across
regions of significant extent without making use of earth
observation data. Affordable optical data with very high
resolution (either from airborne or satellite sensors) are now
increasingly available. They can be found over most semi-
arid regions and most often with good temporal hindsight
(40 yr or more). At the same time, quantitative methods have
been developed to consistently extract pattern characteristics
from images of varying quality and resolution. Methodo-
logically, it is therefore feasible to grasp the dynamics of

Figure 1. Sketch of model results from a modified version of the
Lefever!Lejeune model (Lefever et al. 2009), showing vegetation
density as grayscale levels. The simulation was started with a
uniform distribution of vegetation states. Vegetation patterns
change from uniform cover (black) to gaps, labyrinths, spots and
bare soil (light gray) with increasing aridity (increasing along the
x axis) and change to parallel bands with increasing slope influence
(slope direction is towards the bottom and increases along the
y axis). Parameters values are K"0; G"#2 and M varying
between #0.4 and 0.4 (see op. cit. for symbol definition).
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Spatially periodic vegetation patterns in arid to semi-arid regions have inspired numerous mechanistic models in the last
decade. All embody a common principle of self-organization and make concordant, hence robust, predictions on how
environmental factors may modulate the morphological properties of these patterns. Such an array of predictions still
needs to be corroborated by synchronic and diachronic field observations on a large scale. Using Fourier-based texture
analysis of satellite imagery, we objectively categorized the typical morphologies of periodic patterns and their
characteristic scales (wavelength) over extensive areas in Sudan. We then analyzed the environmental domain and the
modulation of patterns morphologies at different dates to test the theoretical predictions within a single synthetic and
quantitative study. Our results show that, below a critical slope gradient which depends on the aridity level, pattern
morphologies vary in space in relation to the decrease of mean annual rainfall in a sequence consistent with the
predictions of self-organization models: gaps, labyrinths and spots with increasing wavelengths. Moreover, the same
dynamical sequence was observed over time during the Sahelian droughts of the 1970s and 1980s. For a given
morphology, the effect of aridity is to increase the pattern wavelength. Above the critical slope gradient, we observed a
pattern of parallel bands oriented along the contour lines (the so called tiger-bush). The wavelength of these bands
displayed a loose inverse correlation with the slope. These results highlight the pertinence of self-organization theory to
explain and possibly predict the dynamics of these threatened ecosystems.

At the transition between arid and semi-arid regions (sensu
UNEP 1992), spatial heterogeneity of the vegetation cover is
commonly seen as a consequence of resource concentration.
Vegetated patches accumulate water, erodible soil particles,
organic matter and propagules that are carried away from
open areas by wind or water runoff (Schlesinger et al. 1990).
Such vegetations can reach very high levels of organization,
in which landscapes display contrasted spatial distributions
of biomass (see reviews of Ludwig et al. 2005, Rietkerk and
van de Koppel 2008). They are characterized by either scale
independent arrangements (power law) or, conversely, by
periodic patterns showing consistent dominant wavelengths
and morphologies over extensive areas (Kefi et al. 2007b,
Manor and Shnerb 2008, von Hardenberg et al. 2010).
Spatially periodic patterns, which will be our focus here,
typically appear as two-phase mosaics composed of relatively
dense and scarce vegetated patches (i.e. the wavelength thus
refers to the unit cycle including a thicket and a relatively
barren inter-thicket area) whose components form rounded
or elongated units regularly repeated in a matrix dominated

by the other component. The most famous example is that
of tiger-bush vegetation, where bands of nearly bare soil
alternate with dense thickets of grass or shrubs and run along
the contour lines.

Recently mechanistic models of self-organization have
helped to rationalize the link between eco-hydrologic
feedback processes occurring at the local (plant or patch)
scale and the emergence of landscape scale periodic patterns
(see Borgogno et al. 2009 for a review). These models invoke
symmetry breaking instabilities triggered by the spatial
interactions between the plants and a limiting resource to
explain the emergence of vegetation patterns. Thanks to this
approach, gapped and labyrinthine patterns, often found in
adjacent areas (Clos-Arceduc 1956, White 1970, Valentin
et al. 1999), were first recognized to emerge from the same
processes that trigger banded patterning but under different
environmental constraints. In this respect, self-organization
of the vegetation can be regarded as more realistic than
models invoking feedback loops between vegetation and
termite nest building (MacFadyen 1950, Clos-Arceduc
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mosaic. The diachronic series was subsequently georectified
to match the baseline using simple scaling and translation
for the 1988 SPOT scene and a third order polynomial
adjustment for the 1966 Corona images. Root mean squares
of residual adjustment errors were B10 m in the field (i.e.
less than one image pixel).

On panchromatic digital images, higher values (bright
pixels) usually correspond to bare soil, intermediate gray-
scale levels to closed grass cover and lower values (darker
pixels) to woody vegetation. In first approximation, gray-
scale levels can thus be considered as a monotonically
decreasing function of the aboveground biomass (Couteron
and Lejeune 2001).

Given the scarcity of available rain gauge station records
in central Sudan, the interpretation of synchronic data was
made on the basis of the spatial variation of mean annual
rainfall assessed using gridded monthly estimates from the
Tropical Rainfall Measuring Mission (TRMM, NASA/
JAXA) 3B43 V6 product acquired from 1 January 1998
to 31 December 2007. Because the TRMM horizontal
resolution is 0.258 by 0.258, we performed an interpolation
between the centers of grid cells (natural neighbors) to
match the feature extraction window size (see below).
TRMM data perform very well in the absolute rainfall
amount estimation in comparison with other satellite-rain
gauge mixed estimates in semiarid regions of Africa

(Adeyewa and Nakamura 2003). It is reasonable to assume
that the rainfall gradient direction evaluated using the
TRMM dataset is representative of a very long period and
can be used to assess the stable pattern of spatial variation.
The annual rainfall series averaged from En Nahud
(14841?N, 28825?E) and Kadugli (11800?N, 30843?E)
stations from 1911 to 2005 (Fig. 8c) were used to assess
long term temporal averages and variability over the region.

We used the Shuttle Radar Topography Mission
(SRTM) digital elevation model with three arc seconds
horizontal (ca 92 m in this area) and 1-m vertical spatial
resolutions as a topographical reference. The relative vertical
accuracy has been reported within 96 m for 90% of the
data (Rabus et al. 2003). We further computed two relevant
topography features for each reference unit window of a
chosen size, i.e. 410 by 410 m (see below): steepest slope
value (1) and slope azimuthal direction (aspect) (2). By
convention, the slope aspect is defined as the direction of
steepest decrease in altitude. It ranges between 08 and 3608
(08 being the north and values increasing clockwise).
Superposition of the digital elevation model onto the
SPOT mosaic was achieved by scaling and translation
with a root mean square residual of B30 m in the field.

The projection and datum for all datasets used or
produced were UTM zone 35 N, WGS 1984.
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Figure 2. Fourier signature, i.e. two-dimensional (2D) periodogram, r-spectrum and pixel gray level distribution extracted from 2001
SPOT imagery (first column) for representative windows exemplifying each morphology class. Darker tones in the 2D-periodogram
express higher amplitudes values. (a) Bands, Ai!0.62, S!"0.50. (b) Spots, Ai!0.06, S!"0.82. (c) Labyrinths, Ai!0.14,
S!"0.02. (d) Gaps, Ai!0.12, S!1.05, where Ai is the anisotropy index computed from the 2D-periodogram and S is the skewness of
the distribution of pixel values. See Fig. 4 for geographic locations of the windows.
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encroachment (i.e. transition in the direction spotted!
labyrinthine!gapped) were not significantly different to or
less frequent than the expected rates under the null hypoth-
esis. As an illustration, the transition sequence from a mixed
cover of uniform vegetation and gapped pattern in 1966 to a
pure gapped pattern in 1988 and then to a labyrinthine
pattern in 2001 is exemplified in Fig. 8b. These detailed
statistics therefore confirm the general features presented
above, namely of a progressive Southward shift of the
different pattern transition limits in concordance with
increased aridity conditions (see maps in Fig. 8a).

Discussion

Aridity level

The discrete classification of vegetation into four classes of
periodic patterns (and one for non-periodic vegetation)
allowed us to show that along a spatial gradient of increasing
aridity, the succession of patterns occurred in the order
predicted by self-organizationmodels, confirming prediction
P2a, namely non-periodic, gapped, labyrinthine and spotted,
in this order (see map in Fig. 4). Moreover, during the
persistent drought that struck the Sahel during the last three
decades of the century, we observed diachronically that
transitions occurred along the same sequence (see maps and
illustrations in Fig. 8). Both spatial and temporal transitions
also corresponded to an increase in wavelength correlated

Figure 5. Relative density distribution of pattern morphologies
(according to 2001 SPOT imagery) as a function of slope (SRTM
data) and mean annual rainfall (TRMM data). Grayscale level is
proportional to the relative density among the four pattern
morphologies. Dotted areas represent the parameter domain where
vegetation is not organized into periodic pattern (less than ten
windows featuring periodic vegetation pattern per bin). The
domain outside image coverage (less than ten exploitable windows
per bin) is shown as crossed area.

Figure 6. Topographic profile illustrating the transition from fairly isotropic (gapped and few labyrinthine) to anisotropic (banded)
patterns as the slope gradient increases. Here, the anisotropic and isotropic areas correspond respectively to slopes mostly in the ranges of
0.25!0.65% and 0.03!0.11%. One-meter contour levels are shown as white curves. We created this artificial view using the SRTM
altitude above mean sea level, smoothed by a 200 m moving average window, overlaid with the 2001 SPOT imagery. The vertical scale is
exaggerated for visualization purposes. The gridded plane at the bottom indicates the classification results for 410 by 410-m windows:
bands (black), gaps (dark gray), labyrinths (light gray) and non-periodic (white). See location in Fig. 4.
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As shown in Buzano and Golubitsky [1], all 
smooth functions invariant under Fn have this 
form. Moreover, it is also shown there that the 
equivariance condition (2.3) for F~ implies that the 
amplitude equations for the critical modes must 
have the form 

ZI ~ -  Zl(h~ + ulh3 + u~hs) + Zfi3(p2 + ulP4 + u2p6), 
(2.6) 

where hi, pj are 2-dependent invariant functions; 
that is, these functions depend on the 5 variables 
a~, a2, a3, q, 2. Equations for z2, z3 are obtained by 
cyclic permutation of z~, z2, z3. Note that Yfi3 
transforms the same way as z~ and that terms of the 
form z~u~, etc., are not required since 

u~ = a3 - a2u~ + ~u~.  

(The notation here is based on the choice of critical 
k-vectors k~ + k s + k 3 = 0 and differs slightly from 
the notation in Buzano and Golubitsky where the 
critical k vectors were chosen to satisfy 
k 1 - k 2 + k 3 = 0 . )  

If the midplane reflection (2.4d) holds, only odd 
powers of z are allowed in the amplitude equations 
and the form of (2.6) is further restricted to 

Zl = z~(ll + uJ3 + u215) + -~2z3q(m5 + ulm7 + ul2m9), 
(2.7) 

where /j, rn i are now functions of try, a2, a3, q2, 
and 2. 

2.2. Classification of  the steady-state solutions 

The solutions z(2) to the steady state equations 
g(z, 2 ) = 0  can be classified according to their 
symmetry. Since g(Tz, 2) = yg(z, 2), if z is a solu- 
tion to g(z, 2) = 0, then so is the orbit of z, defined 
by 

rz  = { :  17 r = r .  o r  r , .  (2.8) 

We consider all solution on an orbit to be equiv- 
alent. If an orbit is stable, then the actual solution 

observed will depend on the initial conditions, 
since the equations treat all solutions on the orbit 
equivalently. 

We classify the symmetry of  a solution z by the 
isotropy group ~,~, subgroup of  F leaving z invari- 
ant, 

(2.9) 

The other elements of  the orbit Fz have isotropy 
groups related by conjugation. Thus, the symmetry 
of a solution ~z is given by the conjugate subgroup 
~ZzY- ~ and one need only distinguish the conju- 
gacy classes of isotropy subgroups when de- 
scribing solutions. 

In fig. 3 we list part of the lattices of isotropy 
subgroups for the representations of the groups Fn 
and Fs described by eqn. (2.4). 

The most symmetric solution (the trivial or 
conduction solution) has isotropy subgroup £,  or 

r n = T 2 + D 6 (0) 
/ \ 

S 1 + ~'22(R) D6(H +, H-) 

t . J / t  
E2 (RA) D 3 (T) 

t t 
(a) 

F s=T 2+D 6+7- 2(0) 

S 1 +Z3(R) E3(PQ) D6(H) D 3 + E2(RT) 

E2IB) g2IRA) E2 (IRA) D3(T) 

(b) 
Fig. 3. Lattice of isotropy subgroups for the group (a) F, (the 
nonsymmetric case) and (b) F, (the symmetric ease). Inclusion 
is indicated by arrow. 
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periodic in the horizontal plane, i.e., that there are 
two translation vectors a~, ua in the horizontal 
plane such that the functionsf(x) in the plane that 
we will allow satisfy 

f (x )  =f (x  + nlal + n2a2) (1.2a) 

for all integers n~, n2. The Fourier transform of 
such a doubly periodic function is discrete: 

f ( x ) =  ~ Zm,,~2e i(ml*'+m2*z~, 
m l ,  m2 

Z _  m l  ' _ m2 ~ Z m l , m  2 , 

(1.2b) 

where the reciprocal space vectors k~(fl = 1, 2) are 
related to the spatial translations a,(0t = 1, 2) by 

a~" k# = 2ndi~#. (1.2c) 

In the following we shall assume that the vectors 
k~ have a length equal to the critical wavenumber 
kc at the onset of instability. The resulting k-space 
lattice is either square, rhombic, or hexagonal. 
Sattinger [6] has studied these cases but without 
considering the effects of the midplane reflectional 
symmetry; this symmetry has, however, important 
consequences for the hexagonal lattice. Moreover, 
the most frequently observed convection patterns, 
rolls and hexagons, are both doubly periodic with 
respect to the hexagonal lattice, although squares 
are sometimes seen. The observed patterns are, 
however, rarely stationary and defect free (see, for 
example Koschmieder [7]). 

For these reasons we restrict our attention to 
patterns which are doubly periodic with respect to 
the hexagonal lattice. Fig. la shows the translation 
vectors a~, a2 and three copies of the hexagonal unit 
cell. The pattern in each cell is repeated so as to tile 
the whole plane. Fig. lb shows the longest wave- 
length rolls that have the required double period- 
icity. Fig. lc shows the 6 points of the k-space 
lattice which are assumed to have the critical 
wavenumber. Note that it is possible that 12 (or 
more) points of the k-space lattice intersect the 
circle of critical wavenumbers, as in fig. ld where 

k2-x= 0 

k 2 ~ k  ~ 

( c )  = -  - 

(b) kl"x= 0 kl"x= 27T (d) 
Fig. 1. Doubly-periodic functions in the plane and the hexago- 
nal lattice: (a) unit cells and translation vectors, (b) rolls on the 
hexagon lattice, and (c, d) the circle of critical waveveetors 
intersecting 6 or 12 modes on the reciprocal lattice. 

3k~ + ks is a critical mode. In this case the imposed 
spatial periodicity is larger than the wavelength of 
the instability. 

Apart from the assumed symmetry with respect 
to translations on a hexagonal lattice, the equa- 
tions are invariant under reflection in the midplane 
y = 0 ,  

x '  = x,  (u ' ,  v ' )  = (u, v ) ,  

y '  = - y ' ,  w' = - w, '= - 0 .  
(1.3) 

If the boundary conditions at the two horizontal 
plates y = + ½ are time-independent and identical, 
then the system has reflectional symmetry about 
y = 0. For stress-free, perfectly conducting bound- 
aries, the eigengunctions of the linearized con- 
vection equations are 

(u I 0 (k,n) 

(x,y) = 

A 1 sin nny \ 
A 2 sin nny | 
iA 3 cos nny ] 
iA4 cos nny/ 

e u''x , (1.4) 

where the At are real constants, and k is the 
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1. Introduction 

Rayleigh-B~nard convection provides perhaps 
the best studied example of nonlinear pattern 
selection. In the simplest version of the problem a 
layer of fluid confined between infinite, stress-free, 
horizontal boundaries is heated uniformly from 
below. For small temperature differences, mea- 
sured by the Rayleigh number R, energy is trans- 
ported by molecular conduction. As R is increased, 
the conduction state loses stability. At R = / ~ ,  the 
point of neutral stability, the linear stability prob- 
lem admits several qualitatively different plan- 
forms: rolls, squares, hexagons, and in fact any 
linear combination of rolls with the critical wave- 
length. For supercritical values of R the amplitude 
of each planform grows exponentially until the 
nonlinear effects become important. The non- 
linear terms are responsible for selecting one of the 
patterns admitted by the linearized problem. In the 
laboratory, this process will be affected by random 

initial conditions and imperfections in the appara- 
tus, as well as by the presence of sidewalls, all of 
which will have an effect on pattern selection. 

Much theoretical work on convection assumes 
the Boussinesq approximation, in which all mate- 
rial properties are independent of temperature, 
with the exception of the density entering in the 
driving buoyancy term. If, in addition, the bound- 
ary conditions are the same on the top and bottom 
plates, and the mean temperature in the layer is 
time-independent [2], then the resulting problem is 
symmetric under a reflection in the horizontal 
midplane, together with a temperature reversal. 
Under such conditions it has been predicted (Sch- 
liiter et al. [3]) that in a large aspect ratio container 
rolls will be observed at the onset of convection. 
On the other hand, in systems lacking the 
reflectional symmetry, i.e., non-Boussinesq fluids, 
or systems with asymmetrical boundary conditions 
or time-dependent heating, hexagons are usually 
observed. This tendency has been explained for a 
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wavevector in the horizontal (x) plane. The critical 
modes have n = 1 and It, l:--kc=2 n/2. Under the 
reflection (1.3) the eigenfunctions transform as 

U'k,.(x',y') =(- -  1)"U~,.(X, y ) ,  

O'k,.(X', y ' )  = ( -- 1)"Ok,,,(X, y ) .  
(1.5) 

The eigenfunctions of  (1.1) always have this sym- 
metry if the boundary conditions are symmetric. 

The real (or imaginary) parts of the critical 
modes are called rolls (fig. 2a). The effect of the 
reflectional symmetry on a roll is to reverse the 
direction of the flow. Likewise, the symmetry 
transforms hexagons with the flow up in the middle 
(H +) (fig. 2b) to hexagons with the flow down in 
the middle ( H - )  (fig. 2d). With the reflectional 
symmetry, both types of hexagons are on an equal 
footing; if hexagons are stable, then either H ÷ or 
H -  is the realized planform, depending on initial 
conditions. Moreover, in this case two new solu- 
tions, which we call regular triangles (fig. 2c) and 

(a) 

H + j 

(b) ~C 

(d) 

Fig. 2. Regular convection patterns: (a) rolls (R), (b) hexagons 
with flow up in the center and down along the sides (H +), (c) 
regular triangles (RT), and (d) hexagons with flow down in the 
center and up along the sides (H-). The patterns H :~ and RT 
differ only in the phase ~: ~=o(H+), ~=n/2  (RT), 

= n(H-). Fig. 4 shows details of the transition between the 
hexagons and triangles. 

• the patchwork quilt (fig. 4a) exist near the in- 
stability. On the other hand, in problems without 
the reflectional symmetry these solutions do not 
occur near instability, and one type of hexagons or 
the other is preferred. 

It is important to note that if the critical modes 
had been even rather than odd (e.g., n is even in eqs. 
(1.5)) then the symmetry would be "trivial". By 
this we mean that only even modes are generated 
by the nonlinear coupling of the critical modes, 
and the symmetry is preserved by the finite ampli- 
tude solutions. In this case the results without the 
reflectional symmetry would be valid. The im- 
portant, i.e., non-trivial, symmetries are those that 
are broken by the bifurcating solutions. 

In studying the pattern selection problem on a 
hexagonal lattice with the midplane reflection, we 
complement the recent work of Buzano and Golu- 
bitsky [1] on the problem without the reflectional 
symmetry. In the following, we reinterpret the 
results of Buzano and Golubitsky and show that 
the bifurcation diagrams for the symmetric case are 
quite different. The group theory methods we use 
are explained in sections 2 and 3. In section 2 we 
present the classification of bifurcating solutions 
by their isotropy subgroups; the bifurcation dia- 
grams are computed in section 3. In section 4, the 
results are compared with those of Buzano and 
Golubitsky on the nonsymmetric problem, and the 
breaking of the reflectional symmetry is discussed. 
The results are summarized in section 5 where a 
brief overview of the relevant experimental obser- 
vations is provided. 

2. Classification of the solutions 

2.1. The amplitude equations 

The assumption of  double periodicity reduces 
the partial differential equations (1.1) to a set of 
coupled ordinary differential equations for the 
Fourier amplitudes of each field (cf. eq. (1.2b)). 
Thus, there is only a finite number of critical modes 
at the onset of  instability (R = Re), and the Center 
Manifold Theorem [8] justifies a description of the 
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modes are called rolls (fig. 2a). The effect of the 
reflectional symmetry on a roll is to reverse the 
direction of the flow. Likewise, the symmetry 
transforms hexagons with the flow up in the middle 
(H +) (fig. 2b) to hexagons with the flow down in 
the middle ( H - )  (fig. 2d). With the reflectional 
symmetry, both types of hexagons are on an equal 
footing; if hexagons are stable, then either H ÷ or 
H -  is the realized planform, depending on initial 
conditions. Moreover, in this case two new solu- 
tions, which we call regular triangles (fig. 2c) and 
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Fig. 2. Regular convection patterns: (a) rolls (R), (b) hexagons 
with flow up in the center and down along the sides (H +), (c) 
regular triangles (RT), and (d) hexagons with flow down in the 
center and up along the sides (H-). The patterns H :~ and RT 
differ only in the phase ~: ~=o(H+), ~=n/2  (RT), 

= n(H-). Fig. 4 shows details of the transition between the 
hexagons and triangles. 

• the patchwork quilt (fig. 4a) exist near the in- 
stability. On the other hand, in problems without 
the reflectional symmetry these solutions do not 
occur near instability, and one type of hexagons or 
the other is preferred. 

It is important to note that if the critical modes 
had been even rather than odd (e.g., n is even in eqs. 
(1.5)) then the symmetry would be "trivial". By 
this we mean that only even modes are generated 
by the nonlinear coupling of the critical modes, 
and the symmetry is preserved by the finite ampli- 
tude solutions. In this case the results without the 
reflectional symmetry would be valid. The im- 
portant, i.e., non-trivial, symmetries are those that 
are broken by the bifurcating solutions. 

In studying the pattern selection problem on a 
hexagonal lattice with the midplane reflection, we 
complement the recent work of Buzano and Golu- 
bitsky [1] on the problem without the reflectional 
symmetry. In the following, we reinterpret the 
results of Buzano and Golubitsky and show that 
the bifurcation diagrams for the symmetric case are 
quite different. The group theory methods we use 
are explained in sections 2 and 3. In section 2 we 
present the classification of bifurcating solutions 
by their isotropy subgroups; the bifurcation dia- 
grams are computed in section 3. In section 4, the 
results are compared with those of Buzano and 
Golubitsky on the nonsymmetric problem, and the 
breaking of the reflectional symmetry is discussed. 
The results are summarized in section 5 where a 
brief overview of the relevant experimental obser- 
vations is provided. 

2. Classification of the solutions 

2.1. The amplitude equations 

The assumption of  double periodicity reduces 
the partial differential equations (1.1) to a set of 
coupled ordinary differential equations for the 
Fourier amplitudes of each field (cf. eq. (1.2b)). 
Thus, there is only a finite number of critical modes 
at the onset of  instability (R = Re), and the Center 
Manifold Theorem [8] justifies a description of the 
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ż2 = µz2 + az̄1z̄3 � b|z2|2z2 � c
�
|z1|2 + |z3|2

�
z2 + ...
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ż1 = µz1 + az̄2z̄3 � b|z1|2z1 � c
�
|z2|2 + |z3|2

�
z1 + ...
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ż2 = µz2 + az̄1z̄3 � b|z2|2z2 � c
�
|z1|2 + |z3|2

�
z2 + ...
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Section 4 describes the results of the analytic and numerical parameter study, as well as the
results of additional analysis performed in a distinguished parameter limit (described in the
appendices). Section 5 discusses the implications of our study.

2. Background
(a) Model by Rietkerk et al. (2002)
We study the PDE vegetation model by Rietkerk et al. [14] (R02), which consists of three fields:
surface water h, soil water w, and plant biomass n. Using the non-dimensional form given by
Zelnik et al. [11], the model is written as

∂th = p︸︷︷︸
precip.

− I(n)h︸ ︷︷ ︸
infil.

+ Dh∇2h︸ ︷︷ ︸
diffusion

,

∂tw = − νw︸︷︷︸
evap.

+ I(n)h︸ ︷︷ ︸
infil.

− γG(w)n︸ ︷︷ ︸
transp.

+ Dw∇2w︸ ︷︷ ︸
diffusion

,

∂tn = − µn︸︷︷︸
mort.

+ G(w)n︸ ︷︷ ︸
growth

+ ∇2n︸︷︷︸
dispersal

,

(2.1)

where

I(n) = α
n + f
n + 1 and G(w) = w

w + 1 .

In this model, precipitation is a constant input to the surface water field. Surface water infiltrates
and becomes soil water. The infiltration rate (i.e. the conversion rate of surface water to
soil water) increases in the presence of biomass via the function I(n) to model the increased
permeability of the soil due to plant roots. I(n) saturates to α as n → ∞. Water leaves the soil via
evaporation, and is also transpired by plants. The growth rate of biomass is directly proportional
to the transpiration rate, and increases with the availability of soil water via the saturating
function G(w). Together, these terms make a positive feedback between infiltration and biomass
growth: biomass growth increases with soil water, soil water increases with infiltration, and the
infiltration rate increases with biomass.

This model includes surface and soil water diffusion terms. Plant dispersal, which encompasses
seed dispersal and clonal growth, is also modelled using a diffusion term. The diffusion terms are
in two spatial dimensions (2D), i.e. ∇2 = ∂2/∂x2 + ∂2/∂y2. Surface water diffusion is typically
assumed to occur much more rapidly than soil water diffusion, so Dh ≫ Dw. Among three-field
PDE vegetation models, soil water diffusion and plant dispersal have been modelled as occurring
on either similar [14] or different [22] length and time scales with Dw ≥ 1. An advection term
present in the original form of R02 is neglected here, because the focus of our investigation is
on flat-terrain patterns. The dynamics of water on a slope modelled via advection breaks the
symmetry that causes 2D patterns such as gaps or spots at pattern onset.

In general, the form of the growth term varies between models [21, 22], and it determines the
number of uniform steady state solutions that occur for a given system. For R02, the rate of
biomass growth depends linearly on the amount of biomass. The growth rate is also a saturating
function of soil water, so that it is linear in the amount of soil water for small values of this
variable, and constant for large values. This growth rate permits two spatially uniform steady
state solutions, which satisfy the equations

0 = p − I(n)h = p − α
n + f
n + 1 h,

0 = − νw + I(n)h − γG(w)n = −νw + α
n + f
n + 1 h − γ

w
w + 1n,

0 = (−µ + G(w)) n =
(

−µ + w
w + 1

)
.

???

analysis
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Section 4 describes the results of the analytic and numerical parameter study, as well as the
results of additional analysis performed in a distinguished parameter limit (described in the
appendices). Section 5 discusses the implications of our study.

2. Background
(a) Model by Rietkerk et al. (2002)
We study the PDE vegetation model by Rietkerk et al. [14] (R02), which consists of three fields:
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(2.1)

where

I(n) = α
n + f
n + 1 and G(w) = w

w + 1 .

In this model, precipitation is a constant input to the surface water field. Surface water infiltrates
and becomes soil water. The infiltration rate (i.e. the conversion rate of surface water to
soil water) increases in the presence of biomass via the function I(n) to model the increased
permeability of the soil due to plant roots. I(n) saturates to α as n → ∞. Water leaves the soil via
evaporation, and is also transpired by plants. The growth rate of biomass is directly proportional
to the transpiration rate, and increases with the availability of soil water via the saturating
function G(w). Together, these terms make a positive feedback between infiltration and biomass
growth: biomass growth increases with soil water, soil water increases with infiltration, and the
infiltration rate increases with biomass.

This model includes surface and soil water diffusion terms. Plant dispersal, which encompasses
seed dispersal and clonal growth, is also modelled using a diffusion term. The diffusion terms are
in two spatial dimensions (2D), i.e. ∇2 = ∂2/∂x2 + ∂2/∂y2. Surface water diffusion is typically
assumed to occur much more rapidly than soil water diffusion, so Dh ≫ Dw. Among three-field
PDE vegetation models, soil water diffusion and plant dispersal have been modelled as occurring
on either similar [14] or different [22] length and time scales with Dw ≥ 1. An advection term
present in the original form of R02 is neglected here, because the focus of our investigation is
on flat-terrain patterns. The dynamics of water on a slope modelled via advection breaks the
symmetry that causes 2D patterns such as gaps or spots at pattern onset.

In general, the form of the growth term varies between models [21, 22], and it determines the
number of uniform steady state solutions that occur for a given system. For R02, the rate of
biomass growth depends linearly on the amount of biomass. The growth rate is also a saturating
function of soil water, so that it is linear in the amount of soil water for small values of this
variable, and constant for large values. This growth rate permits two spatially uniform steady
state solutions, which satisfy the equations

0 = p − I(n)h = p − α
n + f
n + 1 h,

0 = − νw + I(n)h − γG(w)n = −νw + α
n + f
n + 1 h − γ
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(
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p

Figure 4. Diagram of numerical simulation procedure. Numerical simulations are run at discrete values
of p marked by dots. The procedure is initialised with p just below the upper Turing point pu (green
star) and run forward in time until a steady state is reached. Then p is stepped upward by a small
increment and the simulation is once again allowed to reach steady state. This is repeated until
patterns lose stability to a uniform vegetated state at p = pu+ (red point, right). Using the previous
patterned steady state (blue square, right) as an initial condition, p is then stepped downward in
the same way until patterns lose stability to a uniform state at p = pℓ− (red point, left). Then p

is incremented upward a final time, and the procedure terminates when patterns once again lose
stability (red octagon). Note that pu+ and pℓ− do not necessarily coincide with the Turing points
pu and pℓ, because patterns may persist outside of the Turing instability interval.

functions and diffusion parameters. We adapted the Judd et al. [25] procedure for a three-
field reaction-diffusion system to obtain expressions for the amplitude equation coefficients; the
aspect of this procedure specific to the calculation of the quadratic coefficient a is described in
Appendix A. The values of the amplitude equation coefficients a, b, and c are computed at the
lower and upper Turing points via Mathematica. These calculations are performed on a grid of
points in the α-f and Dh-f parameter spaces. The results of these calculations were verified at
a few non-degenerate points using a centre manifold reduction approach (the general approach
is described in [27]). A Nelder-Mead minimisation library in Mathematica was used to find roots
of the quantities a, b, c − b, and b + 2c, which are relevant to assessing the stability of solutions
to (2.4).

We also calculated the scaling behaviour of the quadratic coefficient a with respect to the
quantity δ ≡ I(n0)/Dh, where I(n) = α(n + f)/(n + 1), and n0 is the uniform vegetated biomass
given by (2.2). These calculations are presented in the appendices. We found that the critical
wave number and onset parameter value scale in distinct ways at each Turing point with respect
to δ when δ is sufficiently small. We used these scaling relationships to calculate a closed-form
expression for the leading order value of a at each Turing point.

(c) Numerical simulations
We conducted numerical simulations to identify pattern sequences that occur as precipitation
decreases in the R02 model. We employed a numerical procedure which simulates an ecosystem
undergoing a slow monotonic change in precipitation over time. These simulations were run using
grids of parameter values covering regions of the α-f and Dh-f parameter spaces. The procedure
is outlined schematically in Figure 4, and is described in detail in the electronic supplementary
material. For each set of parameter values, precipitation is incremented in small discrete steps,
and the solution is allowed to reach a steady state between these steps in precipitation. The final
state at the previous precipitation value is used as the initial condition for the new precipitation
value. The precipitation increment step size was chosen based on the distance between the
upper and lower Turing points, pu − pℓ, so that approximately 30-100 end states were saved
per simulation. Discrete steps were chosen instead of continuously varying precipitation to avoid
transient effects, i.e. simulation results that are sensitive to the rate at which precipitation
changes. Simulations were run using the exponential time differencing Runge-Kutta 4 (ETDRK4)
scheme [28, 29] modified for 2D systems [30].

???

simulation

analysis
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Figure 7. Summary of pattern transitions observed numerical simulations over f -α and f -Dh

parameter spaces in R02 (2.1), along with representative examples of transitions from numerical
simulations at f = 0.2 and log10(Dh) = 0.6 – 4.0. In the shaded region, a > 0 at both the upper and
lower Turing points. Only spot patterns are observed in this region. Elsewhere, a < 0 at the upper
Turing point and a > 0 at the lower Turing point. The standard sequence is primarily observed here.
Stripes to spots and stripes to spirals sequences are also observed in a few instances (examples of the
latter are shown in Figure 9). Number lines plot the relative locations of the upper and lower Turing
points (pu and pℓ respectively), the transcritical point (p0), and upper and lower pattern stability
boundaries (pu+ and pℓ−) for the example simulations shown. The parameter values corresponding
to the example simulations are circled. Though pℓ and p0 are nearly coincident, the distance between
these points is exaggerated to illustrate that pℓ > p0.

Examples of such states are shown in simulation output from f = 0.2 and log10(Dh) = 0.6.
Near the upper Turing point, solutions approximately resemble the spots (H+) solution to the
amplitude equations (2.4) shown in Figure 3. The profiles of these spot patterns are roughly
sinusoidal about the uniform vegetated steady state. An example profile is shown in Figure 8.
At lower values of p, spot patterns remain stable. The spacing between spots increases, and the
individual spots of vegetation become more sharply peaked, quickly decaying to zero away from
the centre of a spot. An example of a sharply peaked profile is also shown in Figure 8. Patterns
other than spots are not observed in simulations conducted in the shaded region. No notable
difference in the qualitative appearance of the spot patterns was observed as precipitation
increased in discrete steps.

We primarily observed analogues of the standard “gaps → labyrinths → spots” sequence in
the unshaded region of Figure 7, which agrees with our expectations from analysis. Examples of
this sequence in simulation output for f = 0.2 and log10(Dh) ranging from 1.0 – 4.0 are shown in
Figure 7. The sets of simulations at log10(Dh) = 1.0 and log10(Dh) = 1.5 use parameter sets from
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simulations at f = 0.2 and log10(Dh) = 0.6 – 4.0. In the shaded region, a > 0 at both the upper and
lower Turing points. Only spot patterns are observed in this region. Elsewhere, a < 0 at the upper
Turing point and a > 0 at the lower Turing point. The standard sequence is primarily observed here.
Stripes to spots and stripes to spirals sequences are also observed in a few instances (examples of the
latter are shown in Figure 9). Number lines plot the relative locations of the upper and lower Turing
points (pu and pℓ respectively), the transcritical point (p0), and upper and lower pattern stability
boundaries (pu+ and pℓ−) for the example simulations shown. The parameter values corresponding
to the example simulations are circled. Though pℓ and p0 are nearly coincident, the distance between
these points is exaggerated to illustrate that pℓ > p0.

Examples of such states are shown in simulation output from f = 0.2 and log10(Dh) = 0.6.
Near the upper Turing point, solutions approximately resemble the spots (H+) solution to the
amplitude equations (2.4) shown in Figure 3. The profiles of these spot patterns are roughly
sinusoidal about the uniform vegetated steady state. An example profile is shown in Figure 8.
At lower values of p, spot patterns remain stable. The spacing between spots increases, and the
individual spots of vegetation become more sharply peaked, quickly decaying to zero away from
the centre of a spot. An example of a sharply peaked profile is also shown in Figure 8. Patterns
other than spots are not observed in simulations conducted in the shaded region. No notable
difference in the qualitative appearance of the spot patterns was observed as precipitation
increased in discrete steps.

We primarily observed analogues of the standard “gaps → labyrinths → spots” sequence in
the unshaded region of Figure 7, which agrees with our expectations from analysis. Examples of
this sequence in simulation output for f = 0.2 and log10(Dh) ranging from 1.0 – 4.0 are shown in
Figure 7. The sets of simulations at log10(Dh) = 1.0 and log10(Dh) = 1.5 use parameter sets from
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parameter spaces in R02 (2.1), along with representative examples of transitions from numerical
simulations at f = 0.2 and log10(Dh) = 0.6 – 4.0. In the shaded region, a > 0 at both the upper and
lower Turing points. Only spot patterns are observed in this region. Elsewhere, a < 0 at the upper
Turing point and a > 0 at the lower Turing point. The standard sequence is primarily observed here.
Stripes to spots and stripes to spirals sequences are also observed in a few instances (examples of the
latter are shown in Figure 9). Number lines plot the relative locations of the upper and lower Turing
points (pu and pℓ respectively), the transcritical point (p0), and upper and lower pattern stability
boundaries (pu+ and pℓ−) for the example simulations shown. The parameter values corresponding
to the example simulations are circled. Though pℓ and p0 are nearly coincident, the distance between
these points is exaggerated to illustrate that pℓ > p0.

Examples of such states are shown in simulation output from f = 0.2 and log10(Dh) = 0.6.
Near the upper Turing point, solutions approximately resemble the spots (H+) solution to the
amplitude equations (2.4) shown in Figure 3. The profiles of these spot patterns are roughly
sinusoidal about the uniform vegetated steady state. An example profile is shown in Figure 8.
At lower values of p, spot patterns remain stable. The spacing between spots increases, and the
individual spots of vegetation become more sharply peaked, quickly decaying to zero away from
the centre of a spot. An example of a sharply peaked profile is also shown in Figure 8. Patterns
other than spots are not observed in simulations conducted in the shaded region. No notable
difference in the qualitative appearance of the spot patterns was observed as precipitation
increased in discrete steps.

We primarily observed analogues of the standard “gaps → labyrinths → spots” sequence in
the unshaded region of Figure 7, which agrees with our expectations from analysis. Examples of
this sequence in simulation output for f = 0.2 and log10(Dh) ranging from 1.0 – 4.0 are shown in
Figure 7. The sets of simulations at log10(Dh) = 1.0 and log10(Dh) = 1.5 use parameter sets from
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simulations at f = 0.2 and log10(Dh) = 0.6 – 4.0. In the shaded region, a > 0 at both the upper and
lower Turing points. Only spot patterns are observed in this region. Elsewhere, a < 0 at the upper
Turing point and a > 0 at the lower Turing point. The standard sequence is primarily observed here.
Stripes to spots and stripes to spirals sequences are also observed in a few instances (examples of the
latter are shown in Figure 9). Number lines plot the relative locations of the upper and lower Turing
points (pu and pℓ respectively), the transcritical point (p0), and upper and lower pattern stability
boundaries (pu+ and pℓ−) for the example simulations shown. The parameter values corresponding
to the example simulations are circled. Though pℓ and p0 are nearly coincident, the distance between
these points is exaggerated to illustrate that pℓ > p0.

Examples of such states are shown in simulation output from f = 0.2 and log10(Dh) = 0.6.
Near the upper Turing point, solutions approximately resemble the spots (H+) solution to the
amplitude equations (2.4) shown in Figure 3. The profiles of these spot patterns are roughly
sinusoidal about the uniform vegetated steady state. An example profile is shown in Figure 8.
At lower values of p, spot patterns remain stable. The spacing between spots increases, and the
individual spots of vegetation become more sharply peaked, quickly decaying to zero away from
the centre of a spot. An example of a sharply peaked profile is also shown in Figure 8. Patterns
other than spots are not observed in simulations conducted in the shaded region. No notable
difference in the qualitative appearance of the spot patterns was observed as precipitation
increased in discrete steps.

We primarily observed analogues of the standard “gaps → labyrinths → spots” sequence in
the unshaded region of Figure 7, which agrees with our expectations from analysis. Examples of
this sequence in simulation output for f = 0.2 and log10(Dh) ranging from 1.0 – 4.0 are shown in
Figure 7. The sets of simulations at log10(Dh) = 1.0 and log10(Dh) = 1.5 use parameter sets from
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regime in Australia and Mexico than in Africa, which is the
opposite pattern to temperature seasonality; finally the slope,
which must be less than 2%.

The AUC (Fielding & Bell, 1997; Guisan & Zimmermann,
2000) reached a score of 0.96 (95% CI, 
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0.01). This index is com-
puted as the probability for randomly selected presence points to
obtain a higher predicted score than a random selection of
absence points (Elith 
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., 2006; Phillips 
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., 2006). This result
therefore indicated a strong predictive power of the potential
distribution model. Visual examination of images from the area
encompassing 75% of the probability distribution function around
the ecological optimum (i.e. all values on the map superior to
0.25) confirmed the pertinence of these predictions by revealing
extensive, yet previously unreported, areas featuring PVPs. These

areas include the Sonoran Desert down to the Baja California
Peninsula (Figs 1e, 2d), the Argentinean arid Chaco (Fig. 2a), the
fringes of the Kalahari Desert, some areas in East Africa (Figs 1d,
2b) and the Australian Gibson Desert (Fig. 2c) (see Appendix S1
in Supplementary Material for a complete global map). Small
isolated areas of PVPs were also noticed on images from mediter-
ranean North Africa (33
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 E), thereby closing the bound-
ary between the extremely arid Saharo-Sindian Desert and the
surrounding semi-arid regions.

Some types of patterns, though predicted by self-organization
models, had not or had only rarely been observed in the field.
Labyrinthine patterns, previously described from the African
Sahel (Tongway 

 

et al

 

., 2001), were also found to occur in

Figure 2 Predicted and real distribution map of periodic vegetation patterns with enlarged subsets. Orange levels correspond to envelopes of 
the cumulative probability distribution around the ecological optima. For instance, the 5% envelope delineates the area including 95% of the 
distribution. Blue areas represent periodic vegetation patterns localized using the available literature and used for constructing and testing 
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Somalia

Deblauwe, et al. (2008)

U.S.A.A.F 1945Macfadyen (1950)

with Karna Gowda (Northwestern) and Sarah Iams (Harvard)

II.Vegetation Patterns in the Horn of Africa



We compare aerial imagery from the 50s, 60s, and modern satellites.

Aerial survey photography taken over 
banded regions in Somalia (1952)   
+spy satellite photos (1967) 
• ~2 m/pixel resolution 
• 1 channel (grayscale) 
• Aligned via control points (ArcGIS)

Modern satellite imagery (2004-2016) 
thanks to DigitalGlobe Foundation 
• 0.5-2.4 m/pixel 
• 4-8 channels 
• Can compute vegetation indices (NDVI, 

SAVI)
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2 regions, 9 photographs, each ⇠ 50 km2
2 regions, 9 photographs, each ⇠ 50 km2

2 regions, 9 photographs, each ⇠ 50 km2

Gowda, Iams, Silber (2017)



Related Aerial/Satellite Image Studies 
(some of our inspiration!)

Niger: 
Valentin & d’Herbès (1999) 
Wu, Thurow & Whisenant (2000) 
Barbier, Couteron, Lejoly, Deblauwe, Lejeune (2006)

Sudan:
Deblauwe, Couteron, Lejeune, Bogaert, & Barbier  (2011) 

Australia, Morocco, Somalia, Texas:
Deblauwe, Couteron, Bogaert, & Barbier  (2012) 

Texas:
Penny, Daniels, Thompson (2013) 



Karna Gowda’s GUI

R.A.F. 1952 DigitalGlobe 2006
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Vegetation’s Slow March Through the Desert



Vegetation Arcs in Somaliland, C. F. Hemming  
Journal of Ecology, Vol. 53, No. 1 (Mar., 1965)
(see also Deblauwe et al 2012)



Bands widened

“Roads” developed



Vegetation Band Widening?
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Fig. 3. Bands widen considerably in the direction of slope in the most heavily human-impacted sites, SP1-SP4. (a) The ratio of widths measured in a recent image to widths
measured in a 1952 photograph are shown for all sites. (b) The band widths measured at site SP2 are shown at six points in time. Widths change little between 1952 and 1967,
and nearly double between 1967 and 2004. (c) An example of band widening at site SP2 (9.73° N, 48.55° E). Automated band measurement protocol is described in Materials
and Methods and the SI. Satellite images courtesy of the DigitalGlobe Foundation.

approximately constant. Similar analyses over multiple time
points at sites SP1, SP3, and SP4 showed a similar pattern
(SI). Since recent images were taken in a variety of seasonal and
rainfall history conditions (SI), we conclude that the widening
observed at sites SP1-SP4 is not an artifact of seasonality.

Discussion

Materials and Methods

Detailed descriptions of regional information, data, and methods,
including parameter values used, are given in the SI Appendix.

Regional information. We studied sites located in the Sool Plateau
and Haud pastoral regions of Somalia. Both regions are generally
characterized by an arid climate, with mean annual rainfall ranging
between 100-200 mm, and mean annual potential evapotranspiration
ranging between 2000-2250 mm/yr (aridity index = 0.04-0.1) (37).
Due to a lack of continuous rainfall station monitoring in and around
our regions of study, we assessed the historical regional climate using
20th Century Reanalysis (V2c) (38) and the CPC/Famine Early
Warning System Dekadal Estimates (RFEv2) datasets. Notably,
we found no evidence that rainfall conditions have improved in
either region in recent decades, and we identified a warming trend
in average yearly temperature of 2 °C over the last half-century.

Regional soils are claylike and prone to crust formation, resulting
in low permeability and surface water runo� following high-intensity
rainfall (14, 39). Hemming found that soils are wetter beneath
bands in the Haud, indicating greater soil permeability in vegetated
areas (14). Vegetation bands in both regions are dominated by
Andropogon kelleri grasses (9, 14). Bands also contain a mix of
trees and shrubs, most notably Acacia bussei. In recent decades,
Acacia bussei has diminished in abundance in the Sool Plateau due
to cutting for charcoal production, and Andropogon grasses used in
this process have also been a�ected (39). Disruption of traditional

grazing patterns has resulted in overgrazing in many areas of the
Sool Plateau, including Dhahar (Site SP4) (39).

Data. We studied approximately 260 km2 of imagery at sites in the
Sool Plateau and 200 km2 of imagery at sites in the Haud. Sites
were chosen for this study based on a combination of factors; in
particular, we wished to include sites with di�erent development
and degradation outcomes, sites with recorded soil and floristic
information based on field studies, sites in geographically distinct
regions, and sites featuring well-defined banding.

Site boundaries are defined by our choice of British Royal Air
Force (R.A.F.) aerial survey photography, which comprise our earli-
est image datasets. Aerial survey photographs were taken in 1951-52
over broad areas of British Somaliland, and specific photographs
were scanned on request by the Bodleian Library at the University of
Oxford. Additionally we studied declassified reconnaissance satellite
imagery taken in 1967, and Quickbird-2, Orbview-3, WorldView-1,
and WorldView-2 imagery for dates spanning 2004-2016. Resolu-
tion of imagery used in this study ranges from 1.4-2.4 m/pixel.
Satellite images taken between 2004-2016 containing red and near-
infrared channels were used to compute a Soil-adjusted Vegetation
Index (40). We manually georeferenced R.A.F. scans using visu-
ally identified control points to fit projective transformations. We
similarly georeferenced the 1967 reconnaissance image using a third-
order polynomial transformation. We estimated alignment error for
these transformations to be approximately 1-2 pixels.

We estimated gradient and slope at our sites using the Shuttle
Radar Topography Mission Global 1 arc second (SRTMGL1) eleva-
tion dataset (41). Because of the noise characteristics of the dataset
and the low relief of our study sites, we used a second-order finite
di�erence operator with noise-suppressing properties to estimate
gradient and slope (42).

Visual comparison. We assessed changes over time at study sites
via a systematic visual comparison of imagery. We developed a
graphical user interface in MATLAB for comparing images. For
each site, we split both R.A.F. scans and recent imagery into 1
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Fig. 1. Sites studied in this investigation, which are defined by nine distinct aerial survey photographs taken in 1952. Each photograph covers an approximate area of 50 km2.
(a) Sites are clustered in two regions of Somalia separated by the Nugaal Valley. (b) Sites SP1-SP5 are located in the Sool Plateau pastoral region of Somalia. (c) Sites
HD1-HD4 are located in the Haud pastoral region of Somalia. Elevation is shown as shaded relief, and nearby settlements are labeled.

a period of significant drought (31), and human pressure was
found to hasten such transitions (32).

In this study, we investigate the dynamics and resilience of
vegetation bands in two distinct regions of Somalia (Figure 1).
To do this we collect the longest record of vegetation banding
yet assembled, using digital scans of British Royal Air Force
(R.A.F.) aerial survey photography taken in 1952 and multi-
spectral satellite imagery taken in the last decade. Among
our study sites are areas that remain relatively pristine, and
also areas that experience a dramatic increase human pressure.
Both sites have experienced multi-year fluctuations in rainfall,
as well as a warming trend over the last half-century. One
goal of this study is to assess the nature of change in vege-
tation banding over time, which we approach via systematic
visual comparison of imagery. Another goal is to examine
band properties that are relevant to model predictions and are
readily observed in remotely-sensed imagery. We approach
this through a comparative Fourier analysis of band wave-
length and migration, as well as a quantification of band width
change over time.

Results

Human pressure and band degradation. We assessed changes
in human pressure and vegetation banding over time through
a systematic visual comparison of R.A.F. photography and re-
cent satellite imagery (Materials and Methods, SI). We found
that varying degrees of band degradation occur at sites with
the sharpest increases in human pressure, while bands at the
other sites remain largely unchanged (Figure 2). Roads can be
visually identified in both the aerial photographs and the satel-
lite imagery, and their presence and qualitative appearance
served as our primary proxy for inferring the extent of human
pressure. Vegetation in both the aerial photos and satellite
imagery contrasts sharply with the light background of bare
soil, and bands are clearly identifiable. We defined degrada-
tion in this context as either the breakdown in regularity or
disappearance of banding.

Substantial road development occurred at Sool Plateau
sites SP1-SP4, with most areas of these sites transitioning
from having either no roads or faint roads in 1952 to having
roads that densely cover the landscape in the modern images

(Figure 2a). The settlement Dhahar was founded at site SP4
after the 1952 photograph, and now supports a population
of approximately 13,000 (Figure 2c). We observed much less
road development at Sool Plateau site SP5, and at Haud sites
HD1-HD4 (Figure 2b). In many areas of the Haud, man-made
structures visible in the 1952 images appear to persist into the
current decade, suggesting no major change in land use over
the intervening time (SI).

Band degradation is prevalent in the human-impacted sites
SP1-SP4 (Figure 2a). In sites SP3 and SP4, there are many
areas where bands have disappeared entirely from the land-
scape. Only part of the band loss at site SP4 appears related
to land clearing for development, since loss also occurs in areas
without man-made structures. Where faint remnants of bands
are visible at site SP4, degradation appears to have occurred
without a visible change in band wavelength (SI). At sites
SP2-SP4, dense roads often appear between bands (Figure 2d).
Frequently we observe vegetation growing within the roads,
which suggests that roads likely disrupt the flow of water on
the landscape. At sites SP5 and HD1-HD4, no substantial
band degradation is observed (Figure 2a,b). Individual bands
often remain identifiable after six decades based on visible
details of their morphology.

Band wavelength and migration. Models predict that band
wavelength should increase in response to su�cient increases in
aridity or environmental pressure (20–23). We quantified band
wavelength change at all sites (Table 1) using a modification
of the Fourier window method by Penny et al. (33) (Materials
and Methods, SI). In areas where bands are still present,
we found that changes in wavelength are imperceptible. We
defined wavelength change as W2/W1 ≠ 1, where W1 and W2
are wavelengths measured in the R.A.F. photographs and
recent satellite images, respectively. Typical change ranges
between 0 ≠ 10% for all sites except SP3 and SP4, where
change ranges between 0 ≠ 20%. We visually inspected areas
with > 25% measured wavelength change. In some cases, it
appears that these detected changes occur due to the loss of
an individual band, often near evidence of human activity (SI).
In most cases, however, we saw no clear reason for a detected
wavelength change, and attributed these false detections to
wavelength measurement error (SI).
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Fig. 3. Bands widen considerably in the direction of slope in the most heavily human-impacted sites, SP1-SP4. (a) The ratio of widths measured in a recent image to widths
measured in a 1952 photograph are shown for all sites. (b) The band widths measured at site SP2 are shown at six points in time. Widths change little between 1952 and 1967,
and nearly double between 1967 and 2004. (c) An example of band widening at site SP2 (9.73° N, 48.55° E). Automated band measurement protocol is described in Materials
and Methods and the SI. Satellite images courtesy of the DigitalGlobe Foundation.

approximately constant. Similar analyses over multiple time
points at sites SP1, SP3, and SP4 showed a similar pattern
(SI). Since recent images were taken in a variety of seasonal and
rainfall history conditions (SI), we conclude that the widening
observed at sites SP1-SP4 is not an artifact of seasonality.

Discussion

Materials and Methods

Detailed descriptions of regional information, data, and methods,
including parameter values used, are given in the SI Appendix.

Regional information. We studied sites located in the Sool Plateau
and Haud pastoral regions of Somalia. Both regions are generally
characterized by an arid climate, with mean annual rainfall ranging
between 100-200 mm, and mean annual potential evapotranspiration
ranging between 2000-2250 mm/yr (aridity index = 0.04-0.1) (37).
Due to a lack of continuous rainfall station monitoring in and around
our regions of study, we assessed the historical regional climate using
20th Century Reanalysis (V2c) (38) and the CPC/Famine Early
Warning System Dekadal Estimates (RFEv2) datasets. Notably,
we found no evidence that rainfall conditions have improved in
either region in recent decades, and we identified a warming trend
in average yearly temperature of 2 °C over the last half-century.

Regional soils are claylike and prone to crust formation, resulting
in low permeability and surface water runo� following high-intensity
rainfall (14, 39). Hemming found that soils are wetter beneath
bands in the Haud, indicating greater soil permeability in vegetated
areas (14). Vegetation bands in both regions are dominated by
Andropogon kelleri grasses (9, 14). Bands also contain a mix of
trees and shrubs, most notably Acacia bussei. In recent decades,
Acacia bussei has diminished in abundance in the Sool Plateau due
to cutting for charcoal production, and Andropogon grasses used in
this process have also been a�ected (39). Disruption of traditional

grazing patterns has resulted in overgrazing in many areas of the
Sool Plateau, including Dhahar (Site SP4) (39).

Data. We studied approximately 260 km2 of imagery at sites in the
Sool Plateau and 200 km2 of imagery at sites in the Haud. Sites
were chosen for this study based on a combination of factors; in
particular, we wished to include sites with di�erent development
and degradation outcomes, sites with recorded soil and floristic
information based on field studies, sites in geographically distinct
regions, and sites featuring well-defined banding.

Site boundaries are defined by our choice of British Royal Air
Force (R.A.F.) aerial survey photography, which comprise our earli-
est image datasets. Aerial survey photographs were taken in 1951-52
over broad areas of British Somaliland, and specific photographs
were scanned on request by the Bodleian Library at the University of
Oxford. Additionally we studied declassified reconnaissance satellite
imagery taken in 1967, and Quickbird-2, Orbview-3, WorldView-1,
and WorldView-2 imagery for dates spanning 2004-2016. Resolu-
tion of imagery used in this study ranges from 1.4-2.4 m/pixel.
Satellite images taken between 2004-2016 containing red and near-
infrared channels were used to compute a Soil-adjusted Vegetation
Index (40). We manually georeferenced R.A.F. scans using visu-
ally identified control points to fit projective transformations. We
similarly georeferenced the 1967 reconnaissance image using a third-
order polynomial transformation. We estimated alignment error for
these transformations to be approximately 1-2 pixels.

We estimated gradient and slope at our sites using the Shuttle
Radar Topography Mission Global 1 arc second (SRTMGL1) eleva-
tion dataset (41). Because of the noise characteristics of the dataset
and the low relief of our study sites, we used a second-order finite
di�erence operator with noise-suppressing properties to estimate
gradient and slope (42).

Visual comparison. We assessed changes over time at study sites
via a systematic visual comparison of imagery. We developed a
graphical user interface in MATLAB for comparing images. For
each site, we split both R.A.F. scans and recent imagery into 1
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held
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Fig. 2. Band loss occurs at sites with substantial increases in human pressure. The
qualitative state of road cover, settlements, and vegetation banding was assessed vi-
sually in 1 km2 boxes. Transitions between states observed in aerial photography and
recent satellite imagery are shown for all sites. (a) Sites SP1-SP4 in the Sool Plateau
show a high degree of road development, and a moderate to high degree of band loss.
A substantial settlement developed at SP4 within the area indicated by a black border.
Site SP5 saw little increase in road cover, and no band loss was observed. (b) Sites
in the Haud (HD1-HD4) show only a small increase of road development, and no
substantial band loss is observed. (c) An example of band loss and degradation due
to development in SP4 (9.76° N, 48.82° E, 02/22/1952, 08/16/2016). (d) An example
of band degradation amid dense road cover in SP3 (9.58° N, 48.57° E, 11/29/1952,
12/03/2011). Visual assessment protocol is described in Materials and Methods and
the SI. Satellite images courtesy of the DigitalGlobe Foundation.

We also found that bands at all sites migrate uphill to an
detectable but modest degree, typically less than a quarter of
the wavelength over six decades (Table 1, SI). The migration
rates we measure are comparable to the values measured by

Table 1. Band wavelength and migration distance measured using
a modification of the Fourier window method by Penny et al. (33).
Ranges shown are the 25th and 75th percentiles. Wavelengths W1
were measured in the 1952 aerial photography datasets, and W2
were measured in recent satellite imagery datasets. Significance of
correlations was assessed using a t-test corrected for spatial auto-
correlation (34), and p values, t values and degrees of freedom are
given in parentheses. Fourier analysis details are given in Materials
and Methods and the SI.

Site
Wavelength (m) Migration (m)

corr(W2, M) (p, t, df)
W1 W2 M

SP1 130–170 130–190 20–30 0.76 (0.00, 56, 41)
SP2 130–170 140–170 30–50 0.59 (0.00, 78, 146)
SP3 120–150 140–180 25–45 0.81 (0.00, 34, 18)
SP4 130–160 150–180 25–35 0.16 (0.35, 0.9, 35)
SP5 120–140 120–140 20–25 0.62 (0.00, 53, 86)

HD1 80–100 80–120 10–20 0.86 (0.00, 18.8, 6.8)
HD2 90–110 90–120 15–20 0.68 (0.00, 86, 98)
HD3 80–100 80–110 15–20 0.76 (0.00, 141, 102)
HD4 100–120 100-120 10–15 0.58 (0.00, 66, 130)

Deblauwe et al. (30) in a nearby area of the Haud. We found
that band wavelengths and migration rates are significantly
positively correlated at all sites except for SP4, where substan-
tial band degradation likely causes error in the measurement.
This correlation also agrees with the findings of Deblauwe et
al. (30) at a site in the Haud, and is consistent with the model
prediction of an increasing relationship between migration rate
and wavelength (21).

Band wavelength is predicted by models to vary with local
slope (35, 36), though the nature of this relationship can be
parameter and history-dependent. We found a significant neg-
ative correlation between wavelength and slope at only one
site (SI). The sign of this correlation agrees with empirical
findings in other studies (30, 31, 33). Remarkably, we found
significant negative correlations between migration and slope
at multiple sites in the Sool Plateau and the Haud (SI). These
correlations are surprising in light of the strong positive corre-
lations between wavelength and migration. This suggests that
a stronger relationship may exist between migration and slope
than between wavelength and slope.

Band widening at human-impacted sites. During the course
of visual comparison, we noted that bands in some areas
appear to widen over time in the direction of local slope. We
quantified this e�ect at all sites using an automated image
analysis protocol to measure the widths of individual bands
(Materials and Methods, SI). We found that, since 1952, bands
have widened appreciably in the human-impacted sites SP1-
SP4, while band widths remained approximately constant at
the other sites (Figure 3).

We computed the ratio of band widths measured in recent
imagery to the widths in 1952. The median ratio exceeded 1.3
at the human-impacted sites SP1-SP4 (Figure 3a). The median
ratio at HD1 is 1.2, and elsewhere the ratio is approximately
1. The most substantial widening occurs at site SP2, where
the median ratio is 1.9. We measured band widths at site
SP2 using additional images taken in 1967, 2004, 2006, 2011,
and 2013. We found that widths did not change between
1952 and 1967, and then nearly doubled between 1967 and
2004 (Figure 3b,c). From 2004 onward, band width held

Gowda et al. PNAS | May 3, 2017 | vol. XXX | no. XX | 3

Gowda, Iams, Silber (2017)



incremental decline in rainfall could result in desertification if the
system is close to the boundary of the Busse balloon.

4. System response to changing environmental conditions

The obtained information about the stability and destabiliza-
tion of patterned states is not enough to fully understand the
behavior of patterned ecosystems when subject to changing
environmental conditions. This is because the linearization we
implicitly apply only enables us to describe the behavior of the
system close to the steady state. Consequently, if the system is
pushed away from a steady state (during pattern destabilization) it
is a priori unknown to which state it will evolve (restabilization). In
this section we study the behavior of the system while gradually
changing the rainfall parameter and relate this behavior to the
findings presented in the previous section. First we describe
history dependence within the system resulting from multi-
stability in Section 4.1. In Section 4.2 we then study in more detail
the restabilization of the system and its dependence on the rate
with which rainfall changes and on the level of noise imposed on
the system. Finally, in Section 4.3 we propose an ecological
mechanism that controls system restabilization.

4.1. Bouncing through the Busse balloon

The non-dimensional extended Klausmeier model (Eqs. (1) and
(2)) was run with the rainfall a changing over time with a rate of da/
dt = !10"4. This rate of change corresponds to a change in annual
rainfall of about 0.1 mm year"1.

Fig. 2 shows how the system responds to changing rainfall on
flat terrain (v ¼ 0). When rainfall decreases, patterns in plant
biomass emerge shortly after the uniformly vegetated state
becomes Turing unstable (Fig. 2a). The mean plant biomass of
the patterned state does not differ much from that of the Turing

Fig. 2. Plant density n in space for runs of the non-dimensional extended Klausmeier
model with v ¼ 0 (flat terrain), for da/dt = "10"4 (a) and da/dt = 10"4 (b). The former
run starts from the homogeneously vegetated steady state. The latter is initiated
with the patterned solution of the first at a = 0.45. Spatially and temporally
uncorrelated multiplicative uniformly distributed noise with an amplitude of

5$ 10"5 % is added to the plant density every 1/4 year. The trajectories through the
Busse balloon in (c) were obtained by applying a discrete Fourier transformation with
respect to x (see Appendix B). In (d), the mean biomass is plotted for both runs. The
solid and dashed black lines are the uniform steady states. (Online version in color.)

Fig. 3. See the caption of Fig. 2, but now v ¼ 182:5 (sloped terrain). The grey curves
show the contours of constant uphill pattern migration speed. (Online version in
color.)

K. Siteur et al. / Ecological Complexity 20 (2014) 81–9686

Wavelength change (coarsening) not 
observed & hard to observe - bands may be 
quite resilient. (See Doelman and co., Sherratt and co.)

Changes to band-interband ratio, 
migration rate, vegetation “pulse 
profile”: easier to monitor on 
modern satellite timescale of 
decades?

Sool Plateau: band-interband ratio increased  in regions of increased 
human impacts (based on “road proxy”) — not  what we expected…
Due to change in vegetation composition? Or some form of human 
impacts not captured by models? 

Summary Related to Observations

“Beyond Turing…”
Siteur et al. (2014)
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Figure 4: Bands widen in areas SP1–SP4 due to increased upslope
edge migration (colonization) and decreased downslope edge migra-
tion (retreat). (a) Example image intensity profiles along a transect
in SP2. Profiles along multiple parallel transects are shown in color,
and the mean profile is shown in black. The estimated band edges are
indicated in red. (b) Bivariate distribution of front and back migra-
tion rates shown for the periods 1952-1967 (first column) and 1967-c.
2010 (second column), with study areas SP1-SP4 (first row) compared
in aggregate with SP5 alone (second row). Band widening in SP1–
SP4 results from front migration rates increasing and back migration
rates decreasing during the period 1967-c. 2010.

ments may yield additional insight the relationship between249

band widening, slope, and vegetation productivity in the250

Horn of Africa.251

Methods252

Regional information253

We studied areas within the Sool Plateau and Haud pastoral re-254
gions of Somalia. Both regions are generally characterized by an255
arid climate (aridity index = 0.04-0.1) [35]. Due to a lack of con-256
tinuous rainfall station monitoring in and around our regions of257
study, we assessed the historical regional climate using 20th Cen-258
tury Reanalysis [36] and the CPC/Famine Early Warning System259
Dekadal Estimates datasets. Mean annual rainfall in both regions260
ranges between 100-300 mm. We found no evidence that rainfall261
conditions have improved in either region in recent decades, and262
we identified a warming trend in average yearly temperature of263
1-2 ◦C over the last half-century.264

Regional soils are claylike and prone to crust formation, result-265
ing in low permeability and surface water runoff following high-266
intensity rainfall [32, 37]. Hemming found that soils are wetter267
beneath bands in the Haud, indicating greater soil permeability in268

width ratio

slope (%)

SAVI

SP1 (n = 131)
SP2 (n = 449)
SP3 (n = 118)

r = -0.14, p = 0.01 r = 0.52, p = < 0.005

r = -0.15, p = < 0.005

width 
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Figure 5: Scatter plot matrix of mean Soil-adjusted Vegetation Index
(SAVI) [34], width ratio, and slope values corresponding to individual
bands for study areas SP1–SP3. High width ratios tend to exhibit
low vegetation intensity values. Lower vegetation intensities occur
on shallower slopes. Bands with larger width ratios tend to occur
on shallower slopes. SAVI values were measured using imagery taken
on 03/23/2006. Significance of correlations was assessed using a one-
tailed t-test corrected for spatial autocorrelation [26], and p values
are given.

vegetated areas [37]. Vegetation bands in both regions are domi-269
nated by Andropogon kelleri grasses [37, 38]. Bands also contain270
a mix of trees and shrubs, most notably Acacia bussei. In recent271
decades, Acacia bussei has diminished in abundance in the Sool272
Plateau due to cutting for charcoal production [32]. Disruption of273
traditional grazing patterns has resulted in overgrazing in many274
areas of the Sool Plateau, including Dhahar (SP4) [32].275

Data276

We studied approximately 260 km2 of imagery within the Sool277
Plateau and 200 km2 of imagery within the Haud. Study areas278
were chosen based on a combination of factors; in particular, we279
wished to include areas with different development and degrada-280
tion outcomes, areas with recorded soil and floristic information281
based on field studies, areas in geographically distinct regions, and282
areas featuring well-defined banding. Study area boundaries are283
defined by our choice of British Royal Air Force (R.A.F.) aerial284
survey photography, which comprise our earliest image datasets.285
Aerial survey photographs were taken in 1951–52 over broad areas286
of British Somaliland, and specific photographs were scanned on287
request by the Bodleian Library at the University of Oxford. We288
also studied declassified reconnaissance satellite imagery taken in289
1967, and DigitalGlobe imagery for dates spanning 2004–2016.290
Resolution of imagery used in this study ranges between 1.4–2.4291
m/pixel. Satellite images taken between 2004–2016 containing red292
and near-infrared channels were used to compute a Soil-adjusted293
Vegetation Index [34]. We manually georeferenced R.A.F. scans294
and the 1967 reconnaissance image using visually identified con-295
trol points. We estimated alignment error to be approximately296
1–2 pixels.297

We estimated local gradient within our study areas using the298
Shuttle Radar Topography Mission Global 1 arc second elevation299
dataset [39]. Because of the noise characteristics of the dataset300
and the low relief of our study areas, we used a second-order finite301
difference operator with noise-suppressing properties to estimate302
gradient and slope [40].303
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"land degradation in arid, semi-arid and dry sub-humid regions 
resulting from various factors, including climatic variations and 
human activities.” (United Nations)

We used roads/tracks as a convenient proxy for human activity; 
“easy” to detect in the satellite images.  

And they may be more than just a proxy - they may be directly 
influencing the ecohydrology, as described in Hemming (1966). 

C. F. HEMMING 63 

that of the bare ground between them. Slayter (1961), who studied similar vegetation 
patterns in Australia, found that their distribution was closely related to microtopo- 
graphy and that the slope within the vegetation groves was less steep than between them. 
Slayter also reported ponding within the arcs of vegetation after rain. It is thought pro- 
bable that a more accurate method of levelling might have detected similar change of slope 
at Baran. Owing to a continued deposition of both water and wind-borne material within 
the arcs some change of slope is to b. expected. 

Vegetation arcs are found in areas without any incised drainage pattern, though they 
may adjoin such areas. This indicates that the rain water is absorbed either where it 
falls, or where it arrives after non-erosive sheet-flow. 

Greenwood (1957) also noted that 'arcs occur only on ground having a sufficient 
gradient to cause surface flow, but insufficient in conjunction with rainfall to produce 
defined drainage lines'. Greenwood further suggested that the arcs were developed 
gradually from minute embryo arcs which were formed initially around some obstruc- 
tion to sheet-flow across bare ground. The present author considers that the run-off 
from such an area of bare ground would be sufficient, even on these slopes, to produce 
an incised drainage pattern. It is therefore probable that these vegetation arcs were 
developed from a more even vegetation cover, which would have both reduced and slowed 
down the run-off to a level insufficient to produce drainage lines. 

The very important effect of vegetation cover upon rain-water penetration, which has 
been described by Glover (1950) is two-fold in its method of operation. Firstly it is 
physically more difficult for water to flow across ground which is well covered with vege- 
tation, which means that the water has a longer time in which to penetrate, and secondly 
the roots, both living and dead, provide avenues of penetration. 

It is well known that the plant cover of Somaliland has been greatly reduced during the 
present century and the presence of mature trees in erosion gullies further suggests that 
erosion is no new phenomenon. Overgrazing, cutting and burning have all probably 
contributed to a general reduction of the vegetation cover and led initially to establish- 
ment of bare patches. Continued heavy grazing would tend to increase the size of such 
patches by an edge effect and once bare patches were established sheet-flow would begin. 
In the early stages there would be only a small amount of run-off and the effect upon the 
vegetation down-flow would be small. As the bare patches grew so would the amount of 
run-off received by the down-flow vegetation. The increased water supply of these arcs 
would gradually cause the establishment of less xerophytic grasses. If, as so happened, the 
particular grass that developed, Andropogon, were tough and not especially favoured for 
grazing its chances of survival would be high. 

It was not possible to estimate what percentage of extra water was received by the 
arcs at Baran, but a consideration of the ratio of bare ground to vegetation arc, which 
Macfadyen (1950) estimated as being between 3: 1 and 4: 1, indicates that if there 
were 100% run-off from the bare ground and 100% absorption within the vegetation 
arcs there would be an extra 300-400 % water supply. In fact there is neither complete 
run-off nor complete absorption, though absorption may locally approach 100%. It is 
suggested that the arcs have a water supply equivalent to about twice the rainfall. 
The figures given in Table 2 clearly indicate the rise in soil moisture within the arc at 
Baran. Worrall (1959) gives soil moisture figures and states that the soil moisture was 
higher under the vegetation throughout the year. In Somaliland it was not possible to 
carry out soil moisture determinations throughout the year but it is suggested that in this 
aspect the vegetation arcs of Somaliland and the Butana grass patterns are similar. 
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“Wetlands”
(Pattern Formation in Fluids)

“Drylands”
(Pattern Formation in the Environment) 

Equations Navier-Stokes+BCs models exist, but not validated due to lack 
of experiments

Parameters often excellent specs
Some inferred at order of magnitude level; 
some constrained to match phenomena; 

some models have a lot

Time-scales seconds - “PhD-scale” decades-centuries

Spatial-
scales cm scale - “table-top” 10m-“landscape scale”

Symmetries excellent approximation in 
controlled experiments opportunity presented by heterogeneities?

Mechanisms
well developed and validated 

understanding of pattern 
formation mechanisms

generic mechanisms invoked
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Topographic Influences on Patterns
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• Patterns are so Earthy and beautiful.   
• Challenging applied direction for a “mature field” of 

pattern formation.            
• Occur in ecosystems vulnerable to desertification, meant 

to feed a third of the world population!  Is there useful 
information in the patterns? Any “early warning signs”?

Why study dryland patterns?
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