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Chaos and learning in  
spiking neural networks



National Geographic

How does brain give rise to complex behavior?



1011 neurons

1015 connections



Cortex homogeneous at microscopic level



Scientific American



Neurons “spike”



essential to view large quantities of data at the level of single-
neuron responses.

To these ends, we recorded from M1 and dorsal premotor
cortex (PMd) of monkeys heavily trained on a task that
enforces peak reach speed (Churchland et al. 2006a,b). Re-
peated reaches of the same type had very similar hand paths,
durations, and velocity profiles. There was also a clear disso-
ciation between kinematics and time-varying muscle activity.
Finally, we could evoke reaches to the same target but with
different time-courses. Moderately large numbers of trials per
neuron were collected (mean of 426, up to 1,027), so that
average responses would be meaningful at the level of single
neurons. Inspection of such responses reveals that neurons in
M1 and PMd frequently display temporally complex patterns
of activity during movement. Responses were also surprisingly
heterogeneous: often the pattern displayed by a given neuron
was observed for no other neuron in the dataset. As a result,
neural responses spanned a much larger space than would be
expected if they represented a modest number of movement
parameters. Thus the complexity observed by Sergio et al.
(2005) is not unique to the use of a weighted manipulandum.
Rather, those features are even more striking for rapid unen-
cumbered reaches.

M E T H O D S

Animal protocols were approved by the Stanford University Insti-
tutional Animal Care and Use Committee. Our basic methods and the
details of this task have been described previously (Churchland et al.
2006b,c). Briefly, two adult male monkeys (Macaca mulatta; !10 kg)
sat in a customized chair with a head restraint and performed a
reaching task on a fronto-parallel screen. Figure 1, A and B, shows the
task structure and typical behavior. Trials began with the appearance
of a 12-mm-diam central spot. After this spot was touched and held
for 400–500 ms (randomized), the target appeared. During the sub-
sequent delay-period, the target jittered randomly (2 mm SD). Trials
were aborted if the hand moved during this time. At the end of the
delay period, target jitter ceased and the central spot disappeared,
providing the go cue. At this point, the monkey was required to reach
to the target. Reaches were rewarded if they were accurate, with
reaction times between 150 and 500 ms. A juice reward was delivered
after the target was held for 300 ms, with the next trial beginning a
few hundred milliseconds later. Delay period durations varied ran-
domly from 400 to 800 ms, and most experiments also included
occasional short-delay catch trials. These details were important when
studying delay-period responses (Churchland et al. 2006c) but are
largely irrelevant to this study, in which only data after the go cue are
analyzed. Monkeys were trained to reach at different speeds depend-
ing on the color of the target. Briefly, green targets instructed slow
reaches, whereas red targets instructed fast reaches. Success was

FIG. 1. Illustration of the task, behavior, and neural recordings. A: monkeys sat in a primate chair !26 cm from a display. Movements began and ended with
the hand touching the display. The hand was typically a few millimeters from the screen while in motion. White trace shows the reach trajectory for a typical
trial. Gray boxes plot location and size of touch-spot and target, using the same scale as the reach trajectory. B: timeline for the same trial. Horizontal hand (black)
and target (gray) position are plotted at top. The target jittered on first appearing. Cessation of jitter provided the go cue, at which time the central spot was also
extinguished. Gray trace at bottom plots hand velocity (computed in direction of target), superimposed on the voltage recorded from the medial deltoid (black,
arbitrary vertical scale). Traces end at time of reward. Labels T, G, and M indicate target onset, go cue, and measured movement onset, respectively. Data are
for monkey A from a session dedicated to EMG recordings. C: recording sites (1 dot per neuron) for monkey A (gray dots) and monkey B (black dots). A small
amount (0–0.3 mm) of random displacement has been added to penetration locations to make it clear when multiple recordings were made starting from the same
surface location. The large circle outlines the limits of the implanted cylinder. Lines give locations of 1) spur of arcuate sulcus, 2) precentral dimple, and 3) central
sulcus. For monkey A (gray lines), these were measured postmortem. For monkey B (black lines), they are inferred from an MRI scan. Recordings from M1 were
often made in the central sulcus, well below penetration entry point. D: responses of 1 example neuron (B68). Response rasters (1 tick per spike) are shown for
the 17 trials in which a “slow” reach was made to a 12-cm-distant target at 145°. All data are aligned on time of movement onset. The 17 largely overlapping
gray traces plot hand velocity for each trial. Gray dots show time of the go cue for each trial. For this condition, mean reaction time was 328 ms (a typical value),
measured from the go cue until movement onset. As the latter was measured when hand velocity reached 15% of its peak, this value slightly overestimates the
true reaction time. Black trace at top shows mean firing rate as a function of time, computed from the data below.
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were aborted if the hand moved during this time. At the end of the
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domly from 400 to 800 ms, and most experiments also included
occasional short-delay catch trials. These details were important when
studying delay-period responses (Churchland et al. 2006c) but are
largely irrelevant to this study, in which only data after the go cue are
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Churchland and Shenoy, 2007

Spiking correlated to behavior



Buracas et al. 1998

Spiking is variable

ISI CV ~ 1

Fano Factor ~ 1

Poisson process
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window over the duration of the trial. The 
Fano factor has been used extensively to 
characterize neural variability (for example, 
see refs. 17–19). The Fano factor is influenced 
both by variability arising from spiking noise 
and by across-trial variability in the under-
lying firing rate20. Most prior work assumes 
that the underlying firing rate is similar 
across trials and uses the Fano factor to 
assess the statistics of spiking noise, which 
are roughly Poisson (Fano factor 1) for 
most of cortex. We began with the assump-
tion that spiking noise is roughly Poisson and 
we used the Fano factor to assess across-trial 
 variability in the underlying rate. We inter-
preted a Fano factor greater than 1 as being 
an indication of across-trial firing-rate vari-
ability. We interpreted changes in the Fano 
factor as reflecting changes in across-trial 
firing-rate variability9,20,21. Although this 
approach assumes Poisson spiking noise, 
it is reasonably robust to violations of that 
assumption (it is sufficient that spiking-noise 
variance scale linearly with the mean; the 
slope needn’t be unity). To begin, we exam-
ined how the Fano factor behaves across a 
variety of cortical areas.

We computed the mean firing rate and the 
Fano factor for ten datasets from seven cortical  
areas of the macaque monkey (Fig. 3): V1, V4, 
MT, the lateral intra-parietal area (LIP), the 
parietal reach region (PRR), dorsal premotor 
cortex (PMd) and orbitofrontal cortex (OFC). Responses were to 
 various visual stimuli or, for OFC, to juice reward. For each area, the 
Fano factor was averaged across neurons and conditions. This is similar 
to what was done for the membrane potential analysis and reflects both 
a desire for statistical power and the expectation that variability may 
change for both preferred and nonpreferred stimuli (as in Fig. 2a,b).

In every case, stimulus onset drove a decline in firing-rate vari-
ability as assessed by the Fano factor (all P < 0.02). This is notable, 
given the diversity of areas, stimuli and behavioral states. Variability 
declined during responses to simple visual stimuli, during operantly 

conditioned responses (PRR and PMd) and during reward-driven 
responses (OFC). The variability decline was present regardless of 
whether the monkey was anaesthetized (V1 and two of the four the 
MT datasets; Fig. 3, bottom), passively viewing (V4) or performing 
a task (the other six datasets). For two of the MT datasets (Fig. 3,  
bottom), stimulus onset occurred in two stages: pattern onset and 
motion onset. Both events drove a decline in variability, although only 
the more effective moving stimulus drove a sustained decline.

We previously proposed that declining variability in premotor  
cortex is related to the progress of motor preparation9. The changes 
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Figure 3 Changes in firing-rate variability for 
ten datasets (one per panel). Insets indicate 
stimulus type. Data are aligned on stimulus 
onset (arrow). For the two bottom panels  
(MT area/direction and MT speed), the dot 
pattern appeared at time zero (first arrow)  
and began moving at the second arrow. The 
mean rate (gray) and the Fano factor (black  
with flanking s.e.) were computed using a  
50-ms sliding window. For OFC, where response 
amplitudes were small, a 100-ms window was 
used to gain statistical power. Analysis included 
all conditions, including nonpreferred. The 
Fano factor was computed after mean matching 
(Fig. 4). The resulting stabilized means are 
shown in black. The mean number of trials  
per condition was 100 (V1), 24 (V4),  
15 (MT plaids), 88 (MT dots), 35 (LIP),  
10 (PRR), 31 (PMd), 106 (OFC), 125 (MT direction 
and area) and 14 (MT speed).
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Spiking variability correlated to behavior

Churchland et al. 2010



Mainen and Sejnowski, 1995

CV = .1

 Neurons are reliable



Spiking variable Neurons reliable

Softy-Koch “Paradox”, 1993

Answer: Balanced State  
Van Vreeswijk and Sompolinsky, 1996 & 1998 

Connections strong and sparse, 
Chaotic state is a fixed point 

Open Questions

Remain
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What is the dynamical repertoire of 

a network of spiking neurons?



Neuron phase model

Theta neuron
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aka Ermentrout-Kopell Canonical Model
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𝜎 = 0, I = 0.01, 𝛽 = 0.1

N = 200



𝜎 = 0.5



Not very chaotic

Too heterogeneous

𝜎 = 1.0

𝜎 = 1.5
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Can also use adaptation instead of sum correction
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⌧ ȧi = ui � ai

u̇i + �ui = �
X

j,s

wij�(t� tsj(✓j))

Only needs local information



Network revisited
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Empirical density ⌘j(✓, t) = �(✓ � ✓j(t))
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@t⌘i(✓, t) + @✓Fi(✓, ui)⌘i(✓, t) = 0

Fi = 1� cos ✓i + (I + ui)(1 + cos ✓i)

Exists in weak sense

Regularize by integrating (averaging)

Neurons are conserved
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1st order expansion



1st order expansion



1st order expansion



OU approximation



Can we train wij so network

 does what we want?
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Learning

Minimize over w
Cr(w) = (r̂� r(w))2

Cu(w) = (û� u(w))2

Super hard in general Targets

Linear in wsince u(w) = wr

Recursive least squares or FORCE learning
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Learning innate trajectories
Pre-training Post-training

Extends Laje and Buonomano (2013) to spiking networks

Same neuron different init conds,

Train to black curve

u



Chaotic trajectories from another system



Periodic functions



Stochastic OU process



Arbitrary combinations



Multiple targets in one network



Li et al.  2015

movement (Fig. 1d). This suggests that ALM neurons have lateralized
preference for contralateral movements (that is, neurons from left ALM
respond more during lick right trials). We categorized individual neu-
rons as ‘contra-preferring’ or ‘ipsi-preferring’ based on spike counts
across the trial epochs. Paradoxically, this simple measure did not detect
a preference for contralateral licking in ALM spike rates (Fig. 2c, e).

Significant contralateral bias also did not appear in the overall spike
count across the recorded population of neurons (Extended Data Fig. 1;
P 5 0.13, two-tailed t-test against 0). Individual neurons were either
contra-selective (Fig. 2b, top row), or ipsi-selective (Fig. 2b, middle row),
or showed mixed selectivity (Fig. 2b, bottom row). The contra-preferring
and ipsi-preferring neurons were present in equal proportions (Fig. 2c, e).
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Figure 1 | ALM is required for movement planning. a, Head-fixed mouse
responding lick right or lick left based on pole location. b, The pole was within
reach during the sample epoch. Mice responded with licking after a delay
and an auditory go cue. c, Behavioural data. Individual licks, dots (blue, lick
right; red, lick left). Right, bars indicate the performance (green, correct; orange,
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mean; thin lines, individual mice (n 5 8). *P , 0.05; **P , 0.01; ***P , 0.001;
one-tailed test, bootstrap (Methods).
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Figure 2 | ALM contains neurons with bilateral movement selectivity.
a, Silicon probe recordings. b, Peri-stimulus time histograms of nine example
ALM neurons. Correct lick right (blue) and lick left (red) trials only. Dashed
lines, behavioural epochs. c, ALM population selectivity. Top, selectivity is the
difference in spike rate between the preferred and non-preferred trial type,
normalized to the peak selectivity (Methods). Only putative pyramidal neurons
with significant trial selectivity are shown (n 5 912/1,245). Bottom, average

population selectivity in spike rate (black line, 6s.e.m. across neurons,
bootstrap) and population response correlation (grey line; Pearson’s
correlation between the population response at a particular time and the
population response at the onset of the go cue. t 5 0; Methods). Averaging
window, 200 ms. d, Proportion of neurons with preparatory and peri-
movement activity. e, Proportion of contra-preferring versus ipsi-preferring
neurons. Error bars, s.e.m. across mice, bootstrap.
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movement (Fig. 1d). This suggests that ALM neurons have lateralized
preference for contralateral movements (that is, neurons from left ALM
respond more during lick right trials). We categorized individual neu-
rons as ‘contra-preferring’ or ‘ipsi-preferring’ based on spike counts
across the trial epochs. Paradoxically, this simple measure did not detect
a preference for contralateral licking in ALM spike rates (Fig. 2c, e).

Significant contralateral bias also did not appear in the overall spike
count across the recorded population of neurons (Extended Data Fig. 1;
P 5 0.13, two-tailed t-test against 0). Individual neurons were either
contra-selective (Fig. 2b, top row), or ipsi-selective (Fig. 2b, middle row),
or showed mixed selectivity (Fig. 2b, bottom row). The contra-preferring
and ipsi-preferring neurons were present in equal proportions (Fig. 2c, e).
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Figure 1 | ALM is required for movement planning. a, Head-fixed mouse
responding lick right or lick left based on pole location. b, The pole was within
reach during the sample epoch. Mice responded with licking after a delay
and an auditory go cue. c, Behavioural data. Individual licks, dots (blue, lick
right; red, lick left). Right, bars indicate the performance (green, correct; orange,

incorrect). Cyan region, photoinhibition. d, Performance with photoinhibition
of left (top) or right (bottom) ALM during different trial epochs. Thick lines,
mean; thin lines, individual mice (n 5 8). *P , 0.05; **P , 0.01; ***P , 0.001;
one-tailed test, bootstrap (Methods).
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Figure 2 | ALM contains neurons with bilateral movement selectivity.
a, Silicon probe recordings. b, Peri-stimulus time histograms of nine example
ALM neurons. Correct lick right (blue) and lick left (red) trials only. Dashed
lines, behavioural epochs. c, ALM population selectivity. Top, selectivity is the
difference in spike rate between the preferred and non-preferred trial type,
normalized to the peak selectivity (Methods). Only putative pyramidal neurons
with significant trial selectivity are shown (n 5 912/1,245). Bottom, average

population selectivity in spike rate (black line, 6s.e.m. across neurons,
bootstrap) and population response correlation (grey line; Pearson’s
correlation between the population response at a particular time and the
population response at the onset of the go cue. t 5 0; Methods). Averaging
window, 200 ms. d, Proportion of neurons with preparatory and peri-
movement activity. e, Proportion of contra-preferring versus ipsi-preferring
neurons. Error bars, s.e.m. across mice, bootstrap.
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movement (Fig. 1d). This suggests that ALM neurons have lateralized
preference for contralateral movements (that is, neurons from left ALM
respond more during lick right trials). We categorized individual neu-
rons as ‘contra-preferring’ or ‘ipsi-preferring’ based on spike counts
across the trial epochs. Paradoxically, this simple measure did not detect
a preference for contralateral licking in ALM spike rates (Fig. 2c, e).

Significant contralateral bias also did not appear in the overall spike
count across the recorded population of neurons (Extended Data Fig. 1;
P 5 0.13, two-tailed t-test against 0). Individual neurons were either
contra-selective (Fig. 2b, top row), or ipsi-selective (Fig. 2b, middle row),
or showed mixed selectivity (Fig. 2b, bottom row). The contra-preferring
and ipsi-preferring neurons were present in equal proportions (Fig. 2c, e).
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Figure 1 | ALM is required for movement planning. a, Head-fixed mouse
responding lick right or lick left based on pole location. b, The pole was within
reach during the sample epoch. Mice responded with licking after a delay
and an auditory go cue. c, Behavioural data. Individual licks, dots (blue, lick
right; red, lick left). Right, bars indicate the performance (green, correct; orange,

incorrect). Cyan region, photoinhibition. d, Performance with photoinhibition
of left (top) or right (bottom) ALM during different trial epochs. Thick lines,
mean; thin lines, individual mice (n 5 8). *P , 0.05; **P , 0.01; ***P , 0.001;
one-tailed test, bootstrap (Methods).
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Figure 2 | ALM contains neurons with bilateral movement selectivity.
a, Silicon probe recordings. b, Peri-stimulus time histograms of nine example
ALM neurons. Correct lick right (blue) and lick left (red) trials only. Dashed
lines, behavioural epochs. c, ALM population selectivity. Top, selectivity is the
difference in spike rate between the preferred and non-preferred trial type,
normalized to the peak selectivity (Methods). Only putative pyramidal neurons
with significant trial selectivity are shown (n 5 912/1,245). Bottom, average

population selectivity in spike rate (black line, 6s.e.m. across neurons,
bootstrap) and population response correlation (grey line; Pearson’s
correlation between the population response at a particular time and the
population response at the onset of the go cue. t 5 0; Methods). Averaging
window, 200 ms. d, Proportion of neurons with preparatory and peri-
movement activity. e, Proportion of contra-preferring versus ipsi-preferring
neurons. Error bars, s.e.m. across mice, bootstrap.
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Real cortical neurons



in-vivo data network model





@t⌘i(✓, t) + @✓Fi(✓, ui)⌘i(✓, t) = 0

u̇i(t) + �ui(t)� 2�
X

j

wij⌘j(⇡, t) = 0

u(t) = w'(u(t))

Conjecture: network can approximate an 
arbitrary set of continuous functions* 

*under a mild set of conditions

Universal Dynamical System?
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