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Floating point arithmetic 
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Why reduce numerical precision? 
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1) Computing trends 
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2) Model uncertainties 



Single precision in NWP 
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about 3 3 1022 hPa up to day 6 before growing expo-
nentially to about 1 hPa at day 11 (see their Fig. 10).
Therefore, whether the norm is smaller than that shown
by JW06 is a metric for whether the MIX experiments
showed essentially the same precision as the DBL ex-
periments. It should be noted that the l2 difference norm
becomes intrinsically large in the high-resolutionmodels
because small-scale perturbations can be resolved in
such models. The l2 difference norm at GL05–09 re-
mained below 7 3 1023 hPa until day 6 and then grew
exponentially. The norm at day 11 was about 1022 hPa,
which is two orders of magnitude smaller than the 1 hPa,
value shown by JW06. The norm at GL11 had a larger
growth rate than those at lower resolutions, but was
approximately 1021 hPa at day 11. This larger value is
caused by small-scale differences seen in Fig. 3d. How-
ever, the magnitude of the l2 difference norm is still
smaller than that in JW06 by an order of magnitude,
making it adequately acceptable for practical use.

Table 1 compares the elapsed time for 11-day in-
tegration on the K computer. The number of grids for
each computational node is the same in experiments of
resolution finer than GL07 (56 km). The MIX experi-
ments reduced the elapse time by about 46%of theDBL
experiments (a 1.8 times faster calculating speed). Fully
single-precision operation in the time integration loop
caused the speed up in MIX precision (the coefficient
used in the differential operation was calculated by
double precision but the coefficient used in the time
integration loop was kept at single precision). There-
fore, the amount of data transferred between the CPU
and main memory, as well as that between the nodes in
the main loop, are approximately halved. This reduction
in data size contributed to the speed up. The speed up
ratio was smaller in GL05 because the problem size per
computational node was smaller than that for the other
experiments.

4. Conclusions

In this study, we examined the impact of the use of
32-bit (single) precision arithmetic by conducting
Jablonowski and Williamson’s baroclinic wave tests
using the dynamical core of a global Nonhydrostatic
Icosahedral Atmospheric Model (NICAM-DC). Fully
single-precision arithmetic experiments with a fine
mesh size (,56 km) completely failed to reproduce the
baroclinic wave growth seen in fully 64-bit (double)
precision arithmetic experiments. When changing back
to double precision in some model setup procedures
(e.g., calculating the geometrics of control volumes),
we obtained the same quality of simulation (even at a
3.5-km horizontal resolution) and the calculation could
be performed 1.8 times faster than in the conventional
double-precision model.
In the future, we aim to examine the impact of single-

precision arithmetic using a full model that includes
physics schemes. A realistic test case is also necessary.
NICAM has good performance in simulating the
Madden–Julian oscillation and tropical cyclogenesis
(Miyakawa et al. 2014; Nakano et al. 2015). Because this
high performance may be impacted by the representa-
tion of clouds, examining how the representation of

FIG. 5. Time evolution of global l2 difference norm of simulated
surface pressure between the DBL and MIX experiments. Black,
red, blue, and green curves represent GL05 (220 km), GL07
(56 km), GL09 (14 km), and GL11 (3.5 km), respectively. The l2
difference norm between the DBL and SGL experiments at day 11
showed 2 and 18 hPa for GL05 and GL07, respectively.

TABLE 1. Elapsed time for an 11-day integration.

Resolution No. of nodes
No. of horizontal
grids per node Time step (s) DBL (s) MIX (s) SGL (s)

Speedup ratio
(DBL/MIX)

GL05 10 1156 1200 100 86 86 1.16
GL07 10 16 900 300 4422 2432 2407 1.82
GL09 160 16 900 75 17 984 9809 — 1.83
GL11 2560 16 900 20 67 540 37 254 — 1.81
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ECMWF’s Integrated Forecasting System 
(Váňa et al., 2016, MWR) 

NICAM (non-hydrostatic, icosahedral) 
(Nakano et al., 2018, MWR) 

Jablonowski-Williamson 
benchmark (QJRMS 2006) 



Below single precision 
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Reducing precision in data assimilation 

• Research questions: 
•  Can we adjust precision to a level justified by “system uncertainty”? 

(e.g. model error, observation error) 
•  Can we improve the quality of analyses if we reinvest computational 

savings from reducing precision? (e.g. boost the ensemble size) 

• Talk outline: 
1.  Lorenz ‘96/ensemble square root filter 
2.  SPEEDY/local ensemble transform Kalman filter 

6 



Lorenz ‘96 
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Nature model 
(used for synthetic 

observations) 

Model used for 
data assimilation 

(simplified) 

Section 1. Lorenz ‘96 
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Assimilation setup 
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“nature run” obs 

EnSRF* model 

Compare for 
verification 

analysis 

short range (e.g. 6 hour) ensemble forecast 

create fake 
observations 

assimilate 
observations 

analysis 
cycle 

Reduce precision here 
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Reduced precision analyses 
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Observation error (% of natural variability) 

half-precision model used a software emulator 
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• Trade bits for ensemble 
members 
• Computational speed-

up from reducing 
precision is difficult to 
predict 
• But even a modest 

speed-up can be 
beneficial 

Hatfield et al. MWR 2018 
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~20% error reduction w.r.t. double precision 

100 

~45% error reduction w.r.t. double precision 



SPEEDY 

• Spectral dynamical core 
• T30 resolution – roughly 400km at 

equator 
• Several parametrized processes: 

convection, radiation, land/sea 
fluxes 
• Reduce precision in forecast model 
à measure change in analysis error 
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Section 2. SPEEDY 



Using half precision arithmetic in SPEEDY 
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single precision (32 bits)

half precision (16 bits)

10010-1010-2010-3010-40 1010 1020 1030 1040

range of temperature (K)

surface geopotential (m2s2)

• Half-precision floats have a limited range (10-5 ~ 106) 
• For now, only reduce significand width (52 bits à 10 bits) 
• Compare 22 bits (1+11+10) with 64 bits (1+11+52) 

sign 
exponent 

significand 

overflow! 



Reduced precision SPEEDY biases 
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Assimilation setup 
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Contours: RTPP inflation factor 
Dots: observation locations 

• Assimilation algorithm: 
local ensemble 
transform Kalman filter 
• Synthetic observations 
• 20 members 
• Gaspari-Cohn 

covariance localisation 
and RTPP inflation 



Perfect model experiments 
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“Nature run” Obs 

EnSRF Model 

Introduce 
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Introducing 
model error (1) 
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• Try doubling diffusion 
time scale in 
assimilation model 
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• What about a higher resolution 
nature run? (T39 instead of T30) 

Introducing 
model error (2) 
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Conclusion 

• Reducing precision could provide a one-off ”boost” of 
computer resources – on the order of a computer upgrade 
• The lowest possible precision is constrained by the level of 

uncertainty (observations, model error etc.) 
• The use of half-precision in data assimilation/modeling remains 

an open question due to the severely limited range 
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Time to reconsider IEEE floats? 
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Image from Milan Kloewer, Oxford 

float rounds 
to infinity 
(crash!) 

posit gracefully rounds 
down to maximum 
possible value 

result of 
calculation 


